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Executive summary 

The brain contains a vast network of interconnected neurons. 
Connectomics is the field that aims to map these brain connections at 
the resolution of the synapse, the nanometre-scale contacts that allow 
transfer of information between neurons. These networks have been 
selected by hundreds of millions of years of evolution, but changes in 
connectivity over our lifetimes are thought to encode most of our learned 
experiences. Furthermore, connection differences likely underlie a range 
of mental health issues. Like genomics, connectomics aims to provide 
a comprehensive platform for discovery. However, it occupies a crucial 
mid-level between the developmental instructions encoded in DNA and the 
dynamic processes of the brain, and in doing so brings us one step closer 
to understanding the relationship between (brain) structure and function.

Connectomics started in the 1970s with a 15-year effort based in 
Cambridge (UK) to reconstruct the synaptic wiring diagram of the 
302 neurons of the nematode worm, C. elegans. This seminal work has 
supported almost all subsequent investigations of the nematode, one of 
the most influential genetic model organisms. However, there is a sense in 
which the worm connectome was ahead of its time. For example, methods 
to probe the behavioural significance of the connectome by recording and 
manipulating neuronal activity (e.g. through optogenetics) only came into 
force in the 2000s and 2010s. Indeed, this early experience has resulted in 
a widely, although not yet universally, appreciated conclusion that synaptic 
wiring diagrams are a necessary but not a sufficient resource for 
understanding brain function.

Recent evidence, especially in the fruit fly, Drosophila melanogaster, 
indicates that whole-brain connectomics can have a transformative 
impact on neuroscience. Perhaps surprisingly, the structural wiring 
diagram can even reveal algorithmic principles of dynamic processes 
such as memory formation and recall or spatial navigation. C. elegans
neuroscience developed after the worm connectome; in contrast, 
Drosophila neuroscience was already a very active field before 
connectomes became available, so the impact is more obvious. 
Furthermore, as brains become larger and numerically more complex, 
a greater fraction of the behavioural complexity of the animal may reside 
in the wiring diagram. For these reasons Drosophila appears a better 
guide to the impact of future connectomes in larger animals.
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Neurons can extend over distances of centimetres or even metres, 
but their thin branches and synaptic connections require nanometre-
resolution imaging. For this reason, since the beginning, connectomes 
have been generated by electron microscopy (EM). In the last five years, 
there have been major technical advances in imaging enabling not just 
whole fly brains but also a cubic millimetre of mouse cortex; furthermore, 
building on the artificial intelligence (AI) revolution, computer vision-based 
algorithms can now extract the shapes and connections of neurons from 
the greyscale electron microscopy images. This has reduced human labour 
by about 50-fold, transforming the 2,000 person-year project of a whole fly 
brain into an effort of about 40 person-years. These advances, together 
with the obvious impact of fly connectomics, have set the field dreaming 
about the possibility of obtaining larger whole-brain connectomes. 
This has been articulated for example in a 2020 opinion piece (Abbott et 
al., 2020) as well as a series of workshops (the NIH BRAIN Initiative and 
the Department of Energy Office of Science) organised in early 2021 by the 
United States National Institutes of Health (NIH) and Department of Energy 
(DOE), who, together with the Wellcome Trust, were the largest funders of 
the Human Genome Project.

However, the road to a mouse connectome is still a long one – over 
10,000 times longer than the fly based on the amount of neural wiring 
in each brain. The mouse brain is a tenth of a teaspoon (500 cubic 
millimetres) in volume, but this is 500 times what has ever been imaged 
by electron microscopy; the raw 3D image data for just one mouse 
brain would fill ~500,000 laptops or the storage servers at the Wellcome 
Genome Campus. For this reason, it is important to take stock of the 
scientific, technological and organisational problems that must be solved 
to prepare for mammalian connectomes, but also to chart what might be 
valuable stepping stones along the way. Using the goal of a mouse brain 
connectome as a focal point, this report attempts to do just that.

The report is based on consultation with 50 experts around the globe 
(Appendix A) by a team of five neuroscientists/microscopists based 
in the UK. Our report reflects a synthesis of these sources and our own 
interpretation of this research. We first introduce the connectomics field 
(Section 1) and the scale of the challenge, as well as giving a taste of the 
likely value of this goal (Section 2). We then provide an initial synthesis of 
these consultations by drawing conclusions about high-level strategy and 
making a matching first set of recommendations (Section 3). This is then 
followed by a detailed consideration of the current state of the art, under 
three main headings: sample preparation; imaging; data (which includes 
computer processing and sharing of raw image data as it is transformed 
into a connectome to be used by neuroscientists). We summarise 
both the state of the art and gaps that need development and funding 
(Section 4). Finally, we address issues of equitable access both to the 
ongoing project and the eventual data (Section 5) as well as the potential 
broader impacts across the biomedical sciences (Sections 6 and 7). 
Our recommendations in Sections 4 to 7 indicate their timescale: 
short (S), medium (M) or long term (L). 
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Our high-level conclusions and recommendations can be summarised 
in five main points:

1  A whole mouse brain connectome would have a major impact 
on basic and translational neuroscience. Today’s cutting-edge 
technology might be able to deliver a connectome, but the 
timescales and costs remain uncertain. In the short to medium term, 
targeted investment to develop key technologies and strategies 
across the connectomics pipeline are still necessary both to de-risk 
the project and reduce the uncertainty in costs and timelines.

2   A whole mouse connectome should be a flagship goal on a 
10–15-year timeline. However, this should be part of a broader effort 
to develop a connectomics ecosystem. Whole smaller brains (as well 
as small pieces of mouse brain) should be used as stepping stones; 
this will drive technology development and demonstration at all 
stages from sample preparation to analysis and experimental impact.

3  While there will probably only be a handful of centres worldwide that 
would image a whole mouse brain, later stages in the pipeline could 
be much more distributed. We will need to develop different modes 
of collaboration for each. Funders will need to support and shape 
both, especially the more distributed aspects, to enable equitable 
global participation and access.

4  To maximise benefit from a reference whole mouse connectome, 
we will need to enable connectome generation for many smaller 
subvolumes of mouse brain that have also been subjected to 
correlative imaging of neuronal activity or molecular labelling. This 
information can then be overlaid on the reference connectome, a 
process that we term ‘integrative connectomics’. Both correlative 
and integrative connectomics must be developed as part of the initial 
project, should target a range of species, and be widely accessible 
to experimentalists by the time a mouse connectome is available.

5  With today’s cutting-edge technology, the most costly step (in time 
and money) in generating a whole mouse connectome would still 
be the manual proofreading required to fix errors in the automatic 
reconstruction of neurons. This must be reduced from the ~100,000 
person-years it might take today. Funded initiatives should include 
an accessible computational platform to lower the barrier of entry 
to contribute improvements in automatic segmentation methods, 
more extensive ground truth for existing volumes, as well as 
improvements in proofreading tools and strategies.

We believe that it is now essentially inevitable that connectomics will 
have a huge and growing impact across basic and clinical neuroscience, 
the biomedical sciences more generally and eventually the knowledge 
economy and wider society. Whether this takes 10, 20 or 30 years will be 
largely dependent on the effective collaboration between a wide range of 
scientists and technologists as well as the decisions of public and private 
funders. Any organisation, or indeed nation, with a serious commitment to 
basic or clinical neuroscience needs to consider this change in their future 
strategies. We invite you to join us as we chart our current view of how this 
long but fruitful road will be travelled.
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1. Introduction

1.1 What is connectomics?
The brain contains a vast network of interconnected neurons. 
These networks have been selected by hundreds of millions of years 
of evolution, but changes in connectivity are also believed to encode 
most of our learned experiences; it is increasingly thought that connection 
differences may underlie a range of mental health issues. Connectomics 
is the field that aims to map these brain connections and link them to the 
shape of every neuron. Named by analogy to genomics, connectomics 
has the long-term goal of being comprehensive – mapping all the 
connections in a brain or brain region. If the individual bases that make 
up DNA are the fundamental unit of the genome, then synapses – the 
individual connections between neurons – are the fundamental unit of the 
connectome. Although connectomics is sometimes used to refer to lower 
resolution studies in which projection patterns between different brain 
regions are revealed, we will focus strictly on approaches where actual 
connections, i.e. synapses, can be resolved.

Neurons can extend over distances of centimetres, even metres, 
but synapses and fine neuronal wiring are nanometre-scale structures. 
Connectome mapping has therefore depended on methods for acquiring 
and analysing high-resolution large-field-of-view images of the brain, 
typically using electron microscopy (EM). It is now a technologically 
intensive field with neuroscientists collaborating with developers of 
high-speed imaging technologies, as well as computer vision experts 
contributing to extract connectivity information from image data.
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1.2 A short history of connectomics
To set the stage, we now present a short history of connectomics. This is 
necessarily highly selective since we concentrate on studies, especially whole-
brain connectomics, that help illuminate the path to a whole mouse connectome.

The worm
The first complete connectome was that of the nematode worm, C. elegans. 
The connectome consisted of the detailed morphology of all 302 neurons in 
the animal together with synapses between the neurons and muscles. It was 
obtained at the Medical Research Council (MRC) Laboratory of Molecular Biology 
in Cambridge (UK) by John White, Eileen Southgate, J N Thomson and Sidney 
Brenner in over a decade of painstaking work, and finally published in 1986 
(White et al., 1986). To achieve this, the group collected serial ultrathin (~50 
nm-thick) sections of the metal-stained, resin-embedded nematode, and imaged 
all the slices in a transmission electron microscope (TEM). Multiple nematodes 
were employed to generate a ‘canonical’ map extracted from five specimens, 
which accounted for the total of 302 neurons, classified into 118 classes, and 
establishing 5,000 chemical synapses, 2,000 neuromuscular junctions and 600 
electrical gap junctions. In that first report it is already acknowledged that this 
structural connectome might not reveal all the routes by which information is 
exchanged between cells in the nervous system – pointing to other intercellular 
communication mechanisms such as peptide signalling, humoral signalling or 
electrical leakage. Still, the wiring diagram reported in this study constituted the 
first comprehensive representation of a complete nervous system.

The fruit fly
The completion of the C. elegans connectome in 1986 signalled the birth of 
synaptic resolution connectomics. However, the next 20 years turned out to 
be a relatively fallow period. Perhaps other groups found the ~40 person-year 
commitment of this heroic first effort a disincentive. Signs of a rebirth in the 
field include the redevelopment of the serial block-face scanning electron 
microscopy (SBF-SEM) method (which combined physical sectioning and EM 
imaging into a single device) (Denk and Horstmann, 2004) and its application 
to the vertebrate retina (Briggman et al., 2011). In 2006, the Howard Hughes 
Medical Institute opened their new Janelia Research Campus with a focus 
on neuroscience and new imaging technologies. This quickly became a hub 
for work on the nervous system of the fruit fly, Drosophila, the most popular 
invertebrate model organism, with a particular focus on EM connectomics.

The first milestone was the imaging and assembly of a complete electron 
microscopy volume of a Drosophila larva central nervous system (completed 
in 2012 and eventually reported in Ohyama et al., 2015). An international 
effort has used collaborative web-hosted tools (Schneider-Mizell et al., 2016) 
to progressively reconstruct the morphology and connectivity of the 2,500 
neurons in the first instar larval brain, a process that is now (2022) complete. 
This ten-year gap emphasises the distinction between completing the imaging 
of a volume suitable for generating a connectome and the process of extracting 
and analysing this complete connectivity information. Nevertheless the 
intervening years saw many studies selectively reconstructing brain-spanning 
circuits, shedding light on processes including learning and memory (Eichler 
et al., 2017; Eschbach et al., 2020) and action selection (Jovanic et al., 2016; 
Ohyama et al., 2015). We will consider later how the model of progressive, 
collaborative and distributed connectome reconstruction might apply to larger 
brains, including the mouse.
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Two large efforts in adult fly brain connectomics were also taking place 
at Janelia. The first employed a high-throughput version of the serial 
section transmission electron microscopy (ssTEM) techniques used to 
image the worm and fly larva. This resulted in the largest complete EM 
brain volume to date (Zheng et al., 2018) containing an estimated 130,000 
neurons. Another useful quantity in connectomics is the length of the 
neuronal wires or cable, estimated at about 200 metres in the adult fly 
brain. Collaborative, manual tracing in this volume proceeded at about 
1 mm/person per day with over 10 m of neuronal cable reconstructed 
by 2020, but complete reconstruction of the whole brain would have
 taken a prohibitive 2,000 person-years.

A second effort nucleated around the large FlyEM project team (eventually 
comprising over 50 members) who used a different technique – focused 
ion beam scanning electron microscopy (FIB-SEM) (Xu et al., 2017), see 
below – to image roughly half of the central brain of Drosophila, containing 
about 25,000 neurons. In collaboration with Google Research, they 
deployed a new automated segmentation technique (Januszewski et al., 
2018) followed by over 50 person-years of manual proofreading to fix 
errors. This resulted in the release of the hemibrain, the largest complete 
connectome to date (Scheffer et al., 2020). This strategy, combining 
automated segmentation and a large professional proofreading team, 
meant that less than two years elapsed between completion of the EM 
volume and public release of a finished connectome. End users can query 
connectivity between their favourite neurons in seconds over the web, 
assured that errors are extremely rare. This project also provided an 
example of a successful partnership with a private company (Google) to 
deliver a key step in the connectome pipeline.

Vertebrate connectomics
Vertebrate connectomics has developed rapidly over the last 15 years, with 
a major emphasis on small regions of the mouse brain. Early work included 
studies on sensory structures such as the retinal circuits in the eye (e.g. 
Briggman et al., 2011), through which information enters the brain, or motor 
neurons which control the muscles, thereby forming the final pathway for 
brain output (Lu et al., 2009). Much recent work has been focused on the 
mouse cortex (Berning et al., 2015; Gour et al., 2021; Kasthuri et al., 2015; 
Lee et al., 2016; Loomba et al., 2022; Motta et al., 2019a), with some 
exceptions in other sensory regions (Hua et al., 2021) and also recently in 
human brain biopsy samples (Shapson-Coe et al., 2021). Important insights 
have already been extracted from these studies, such as disproving that 
physical proximity between neurites can predict excitatory connectivity 
(Kasthuri et al., 2015; Motta et al., 2019b). Long-range projections in these 
datasets are, however, almost by definition truncated, so these partial 
connectomes provide limited information about the nature of inputs. 
Nevertheless, mammalian neuroscientists have successfully combined 
functional data with EM – for example, overlaying calcium-imaging signals 
onto individual somata in EM volumes (Bock et al., 2011; Briggman et al., 
2011). This powerful correlative multimodal imaging approach, sometimes 
termed functional connectomics, is an important example of how other 
information can be layered onto connectomes. However, there are of 
course limits to the stimulus sets that can be explored, and live imaging 
methods still have restricted fields of view.
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Outside mammals, zebrafish, another influential genetic model organism, 
is the vertebrate that currently seems to have the best prospects for 
whole-brain connectomics, albeit in the immature larval stage. The fish 
larva between 3 and 6 days old already displays a range of innate and 
some learned behaviours, and has a brain about the size and similar 
neuron number to adult Drosophila. A whole-brain EM volume was 
reported (Hildebrand et al., 2017), but this does not have the resolution 
required for tracing connections between neurons, while smaller 
volumes containing e.g. the olfactory system have been reconstructed 
to completion (Wanner et al., 2016). A 6-day-old zebrafish larval EM 
volume has recently been published, and initial indications are that this 
can be used for reconstruction at synaptic resolution (Svara et al., 2022).

1.3 The connectomics pipeline

Figure 1: Schematic pipeline for whole-brain connectomics

!

Sample
preparation 

Imaging Registration Proofreading Analysis

Segmentation 

Synapse prediction 

To provide context for the discussion that follows it will be helpful to 
have an outline understanding of how synaptic resolution connectomes 
are generated. Although EM connectomics pipelines vary in their 
details, they can be divided into several key steps with extensive 
interdependencies (Figure 1).

Sample preparation includes extraction and fixation of the brain, 
heavy-metal staining to provide contrast, and physical sectioning of the 
specimen to produce a geometry suitable for imaging. Failure modes for 
this step include loss of material during sectioning and staining artefacts.

The imaging modality has to be able to resolve individual synapses and 
trace membrane-bound neurites which requires very high resolution, 
typically obtained by voxels 10 nm wide or smaller. Currently, only volume 
electron microscopy (vEM) can achieve this. While the work can be spread 
across multiple microscopes (if the single specimen can be subdivided), 
this step is generally slow (weeks to months even for small volumes). The 
potential pitfalls depend on the exact imaging technique, but loss of tissue 
sections is always a problem.
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Registration describes the process that takes the small two-dimensional 
image tiles produced during imaging and aligns them into a cohesive, 
three-dimensional volume. This process is particularly challenging when 
thin sections are being imaged, since these can stretch or fold.

From the greyscale image volume, we have to extract the morphology and 
connectivity of the neurons. Until recently, this was a mostly manual process 
that involved massive human effort to reconstruct neurons through the 
sections and identify synapses. Today, machine-learning techniques 
produce automatic segmentation of neurites and predict synaptic contacts.

Even current state-of-the-art segmentation pipelines will not produce 
out-of-the-box connectomes. Therefore, substantial human proofreading
effort is still necessary to produce connectomes of sufficient quality for 
circuit analysis by end users.

Figure 2:  Automatic segmentation contains errors that need to be fixed 
during proofreading

The two basic operations are ‘merges’, where two fragments that belong to the same objects 
are merged, and ‘splits’, where two objects that are incorrectly merged are separated.

!

Base segmentations contain both ‘false splits’ (when two parts of the 
same neuron are separated) and ‘false merges’ (i.e. when two different 
neurons are incorrectly joined together) (Figure 2).

Finally, the analysis stage is a crucial part of maximising the utility of 
connectomes. For example, expert annotation can group neurons with 
related functions and assign cell types that have previously been reported 
in the literature, providing an entry point for neuroscientists. Cell typing 
may also allow molecular or functional data to be layered onto the 
connectome. Lastly, point-and-click web tools or powerful programmatic 
interfaces are required to serve different end users.

Critically, the above steps are highly interdependent. For example, 
a high-quality staining will produce better images which will improve 
the segmentation, which in turn means less proofreading is required. 
At the same time, there is also bidirectionality: data analyses can inform 
proofreading efforts which in turn can help fine-tune segmentation.
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1.4 The connectomics community

Stakeholders
The primary stakeholders in the effort to map the mouse brain connectome 
are the researchers directly involved in the effort to produce the first 
structural wiring diagram of the mouse brain at synaptic resolution. 
This community incorporates a range of expertise, including neuroscience, 
cell biology, chemistry, microscopy, hardware engineering, software 
engineering, computer vision and artificial intelligence (AI). The brain 
research community will be direct beneficiaries of connectomics efforts, 
since wiring diagrams will provide an invaluable resource to understand 
how neuronal circuits operate. The first impact will likely be for research 
that can clearly link brain function/structure to an input or output (e.g. 
sensory inputs or motor outputs), whereas processes which involve more 
complex internal brain circuits (e.g. memory storage and retrieval) may 
take longer to benefit. However, experience in Drosophila suggests that 
those studying functions located deeper in the brain, such as memory 
storage and retrieval, will soon benefit from these connectomes. This is 
both because peripheral neurons can help provide the context to define 
what information central neurons are processing, and because central 
circuits appear to have a mix of more stereotyped and more variable 
nodes. Besides experimental neuroscientists, it is likely that connectomics 
will usher in a new wave of computational modelling that leverages actual 
patterns of network connectivity or uses the synaptic location of identified 
inputs onto individual neurons.

However, while structural wiring diagrams have great intrinsic value, further 
integration with orthogonal information will greatly assist understanding 
the relationships between structure and function. Replicates may be 
necessary to understand circuit stereotypic patterns across individuals, 
and larger experimental cohorts might be necessary to disentangle the 
mechanisms underlying the pathologies that depend on circuit deficits – 
or connectopathies – as well as other disease-focused studies addressing 
e.g. neurodegeneration, cancer, mental health conditions and ageing. 
The broader neuroscience community will benefit from technical 
developments that enable structural analysis of wiring diagrams beyond 
the brain, including the spinal cord and the peripheral nervous system 
controlling breathing, heartbeat, blood flow, senses and movement.

Beyond neuroscience, technical developments enabling high-resolution 
imaging and analysis of tissue volumes will be of interest to the broader life 
science and clinical research community with a requirement for imaging 
biological entities that span centimetres with detection of critical features in 
the 10 nm range; cell atlas consortia (e.g. the Human Cell Atlas project) who 
wish to increase their depth of information to the organelle and membrane 
structure level; pathologists, surgeons and patients whose practice and 
health could be improved by the incorporation of high-speed, high-
resolution, large-volume imaging technologies into diagnostic pathways; the 
physical and material sciences community who could apply the advances 
made in imaging and analysis in connectomics to their own disciplines; 
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imaging scientists, engineers, computational scientists, physicists, chemists 
and research technology professionals, whose expertise will be required 
to deliver the first mouse brain connectome; microscope and ancillaries 
manufacturers, and big tech companies, who will contribute to and benefit 
from advances made in the field; funding bodies and philanthropists, 
who will support the effort and thus generate new knowledge, ideas and 
innovation for the public good; and the general public, who will contribute to 
the project directly through citizen science programmes and who will benefit 
from discoveries (foreseen and serendipitous) and innovation outputs.

International connectomics activities
Although there is a long and distinguished history of using electron 
microscopy to examine features of the mammalian brain, the number of 
groups actively working on large-volume electron microscopy approaches 
currently suitable for high-throughput connectomics in the mouse is 
relatively limited. Representation is heavily biased to the USA (Allen Institute, 
Harvard, Howard Hughes Medical Institute (HHMI) Janelia, Princeton) and 
Germany (Max Planck Frankfurt, Munich, Bonn). In the UK, the Francis Crick 
Institute has activity in both volume EM and synchrotron-sourced hard X-ray 
imaging for connectomics in collaboration with multiple synchrotrons 
(Diamond Light Source, UK; European Synchrotron Radiation Facility 
(ESRF), France; and Paul Scherrer Institut (PSI), Switzerland), some of which 
host dedicated hard X-ray connectomics labs (ESRF, PSI); other groups are 
active in the Chicago/Argonne National Labs. Large-scale work on zebrafish 
has also been limited to about three labs (Max Planck Munich, Friedrich 
Miescher Institute for Biomedical Research Basel, Harvard). Data collection 
for Drosophila connectomics has been driven by groups at HHMI Janelia 
Research Campus, but the focus of this institute is shifting to cell physiology 
with a change in leadership; Harvard (US) and Cambridge (UK) are emerging 
centres. Other centres for invertebrate work include European Molecular 
Biology Laboratory (EMBL) and Exeter. Compared with biomedical science 
in general, data acquisition for connectomics appears intensive in capital 
equipment rather than people. It is therefore quite possible that significant 
new efforts may appear in locations where institutions or governments are 
ready to make the necessary infrastructure investments and develop a core 
of skilled personnel, including in China.

All electron microscopy depends on commercial equipment providers. 
However, some techniques depend principally on the expertise of small 
research groups to customise relatively generic instruments (e.g. GridTape-
TEM, detailed later). Other promising imaging technologies are currently 
in the hands of single suppliers (multibeam SEM, Zeiss). In the later stages 
of the pipeline (segmentation and proofreading) Google Research has 
been the largest player, but there are also a handful of small specialised 
commercial entities that work closely with researchers.
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2. Value proposition  
and challenge

2.1 Value

Lessons from invertebrates
The C. elegans connectome reported in 1986 (White et al., 1986) has 
supported almost all subsequent investigations of the nematode, one of 
the most influential genetic model organisms. This includes both studies of 
neural function and also development – the availability of the whole animal 
EM dataset was a critical reference, while the entire cell lineage of the 
animal was reconstructed (work for which John Sulston shared the 2002 
Nobel Prize with Sydney Brenner and Bob Horvitz). However, Brenner’s 
original intention was to help understand the behaviour of the animal – 
and eventually to model it. With this goal in mind, there is a sense in which 
the worm connectome was ahead of its time. For example, methods to 
probe the behavioural significance of the connectome by recording and 
manipulating neuronal activity (e.g. through optogenetics) only came into 
force in the 2000s and 2010s. Indeed, this early experience has resulted in 
a widely accepted, though not yet universally appreciated, conclusion that 
synaptic wiring diagrams are a necessary, but not sufficient, resource for 
understanding brain function.

The recent advent of fly connectomes, following several decades of 
intense work on the structure and function of Drosophila brain circuits and 
behaviour, has clearly had a transformative impact. This process is still 
ongoing since finished connectomes for the adult brain and nerve cord are 
only expected over the next year. While many early adopters are already 
contributing to the completion and analysis of these datasets, the majority 
are limited to the partial hemibrain connectome (Scheffer et al., 2020). 
Nevertheless, for those in the field, the change is dramatic. The flow of 
information can be followed brainwide: sensory input > (multisensory) 
integration > output to locomotor centres (current focus) for a range of 
complex behaviours from sensory processing, learning and memory, 
spatial navigation, decision making, aggression, sleep (Galili et al., 2022). 
This includes cases in which connectomics has defined key algorithmic 
features of complex dynamic processes such as spatial vector 
computation (Hardcastle et al., 2021; Hulse et al., 2021; Okubo et al., 
2020), providing a circuit basis for previously observed functional and 
behavioural insights (Galili et al., 2022), or revealed the circuit basis of 
dynamic cognitive processes such as memory extinction (Felsenberg 
et al., 2018).
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Several crucial observations follow. The value of EM data as a 
comprehensive cell type catalogue (or neuronal parts list) is very high. The 
majority of cell types identified in the fly connectome had not previously 
been reported (Scheffer et al., 2020); even in areas that had been 
intensively studied, many new cell types were identified (Bates et al., 2020; 
F. Li et al., 2020). In the worm and the fly, stereotypical neuroanatomy has 
facilitated classification of neurons into cell types, recognisable between 
individuals solely on the basis of cell shape and position. This has allowed 
molecular and functional data acquired across many labs to be layered 
onto the handful of reference connectome datasets. We refer to this ability 
to combine data acquired from different individuals as integrative 
connectomics. Establishing how this will be possible in larger organisms, 
including mammals, is a key intellectual and practical goal in maximising 
the value of connectomes. This integrative connectomics approach also 
facilitates the identification of genetic reagents to label and manipulate 
neurons of interest, allowing efficient testing of circuit hypotheses.

The mouse brain: a blueprint for mammalian connectomes
The arguments in favour of a whole mouse brain as a target for 
connectomics have recently been presented in a position paper 
authored by some of the leaders in the field of connectomics and circuit 
neuroscience (Abbott et al., 2020). The mouse is the most commonly used 
animal model in research (Robinson et al., 2019), backed by a huge range 
of resources for neuroscience. These include transgenic strains and 
mature viral methods that allow neurons to be labelled based on 
projections, specific connections and molecular identity (Luo et al., 2018), 
which will prove invaluable for exploiting a connectome. The mouse also 
has the most extensive molecular characterisation of cell types among 
mammals together with molecular brain atlases.

A mouse brain connectome would therefore be an invaluable resource 
to a wide sector of the research community. As a terrestrial mammal and 
common disease model, it would be a significant step closer to humans, 
whose 3,000x larger brains will likely remain off limits to connectomics for 
several decades. In contrast, the mouse brain, while 500 times the volume 
imaged with today’s state of the art, is both tempting and appears 
technologically within reach. Therefore the question is not whether 
but when it will be achieved. A whole brain brings added value: principal 
neurons extend their processes through vast regions, making it extremely 
difficult to understand neuronal circuits entirely from local circuit 
reconstruction. It is likely therefore that the first complete neuronal 
circuits may be provided by approaches that map entire brains.

Finally, the technological developments promoted by the quest of 
obtaining a mouse brain connectome should also accelerate the 
generation of many smaller connectomes. Altogether, the mouse brain 
connectome is an inspiring and scientifically relevant goal, capable of 
attracting the talent this challenge will require.
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2.2 Challenge

Scale
The fundamental challenge in mapping a whole mouse brain connectome 
lies in the size of the sample, about 500 mm3 (Badea et al., 2007); this is 
almost three orders of magnitude larger than the 1 mm3 which represents 
the current demonstrated limit for vEM technology (Figure 3). This 
increased scale then results in many subsidiary challenges through the 
pipeline. Many of these challenges are relatively obvious after some simple 
‘back of the envelope’ calculations. Others depend on specific technical 
limitations when moving from a sample that is about 1 mm across to a 
whole mouse brain, 7–13 mm in its shortest and longest axes (Allen 
Institute for Brain Science, 2015). Still others are due to complex 
interrelationships between trade offs that must be made when selecting 
different sample preparation and imaging strategies. Finally, some 
challenges, while clearly identified, remain quite poorly constrained at this 
point: the most obvious being the amount of human labour required to 
proofread the mouse connectome, with a major impact on the final cost 
and timeline.

Figure 3: Size comparisons 
Frontal view of the Drosophila hemibrain dataset (yellow, the largest complete connectome 
to date), a fly brain (purple, largest synaptic resolution whole-brain EM dataset to date) vs 
cubic millimetre (largest EM volume to date) vs a whole mouse brain (500 cubic millimetres). 
A cortical neuron is rendered in the mouse brain with blue dendritic arbour (approximately 
a millimetre across) and red long-range axonal projection (Janelia MouseLight project).

500 cubic 
millimetres



19  |  Scaling up connectomics: the road to a whole mouse brain connectome 

Some brains have finer neuronal processes than others, and different EM 
imaging technologies have different resolution constraints, but a reasonable 
estimate is that imaging should have a resolution no coarser than 1,000 nm3

per voxel: this is equivalent to a cube with a 10 nm side when the imaging 
resolution is isotropic (i.e. the same in all axes). 1 mm3 of brain would have 
1 mm/10 nm = 100,000 voxels along each edge, making 1,000 teravoxels 
(1E15 voxels). Assuming just 1 byte of storage for each voxel, 1 mm3 would 
occupy 1,000 terabytes = 1 petabyte. A whole mouse brain would be 500 
times this (500 petabytes or 0.5 exabytes), similar to 500,000 laptops or the 
total storage capacity of the Wellcome Genome Campus. Furthermore, as 
soon as a first mouse brain is completed there would be strong arguments 
to collect e.g. a different sex or genotype or to look at a connectome after 
learning. The raw image data will require multiple preprocessing stages 
before becoming a continuous three-dimensional volume. And then, tracing 
and annotation efforts will require parallel distributed access in order to be 
able to complete the task in a reasonable timeframe. Given the scale of the 
data, there will be major engineering and cost challenges to address.

The cm-scale of the specimen also requires improvements to staining 
and embedding protocols. Since these processes typically scale with the 
square of the linear dimensions of the object, a 1 cm brain might take 
about 100 times as long as a 1 mm tissue block. This year some of our 
interviewees have shared very promising results on whole-brain staining 
(Song et al., 2022), but validation in other laboratories is still necessary, 
as well as work to see how they perform with specific downstream 
technologies (embedding, sectioning, imaging, segmentation).

A cm-scale object is too large for any existing nm-resolution technique to 
image in one piece. Physical sectioning is required. Traditional electron 
microscopy workflows use ultrathin sections (<50 nm thick), but it is not 
possible to cut a 1 cm x 1 cm x 50 nm section; furthermore, this would 
imply collecting and preserving 300,000 sections, which is way beyond 
what has been achieved. New approaches are required. Reliability is also 
paramount since lost or damaged sections can make it impossible to 
follow thin neuronal processes.

Figure 4: 
Historical overview of published vEM datasets by imaging rate, volume and data size (note 
that y axes are logarithmic). Imaging rates are based on published information and refer to 
a single imaging device (normalised when multiple devices were employed in parallel) but 
must be interpreted with caution since they are often based on burst imaging rates without 
including downtime. Supporting data available in https://doi.org/10.5281/zenodo.7599974

https://doi.org/10.5281/zenodo.7599974
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Time and cost
In addition to requiring development of new technology, generating a 
whole mouse brain connectome would be time- and resource-intensive. 
The acquisition speed of published volume EM datasets has drastically 
increased in recent years (Figure 4 supporting data available in 
https://doi.org/10.5281/zenodo.7599974 ). Imaging rates have trended 
markedly higher over the last decade and are within an order of magnitude 
of what might be required for a whole mouse brain. In contrast, sample 
volumes are still almost three orders of magnitude away. Imaging burst 
rates in the GHz range (i.e. one billion voxels per second) are now 
possible, but sustained rates across a longer project, given issues such 
as specimen movement and exchange and machine downtime, mean 
that 100–200 MHz (i.e. one to two hundred million voxels per second) 
is currently a more reasonable production benchmark. Acquiring a 
500 petavoxel mouse brain volume over five years would require a 
mean imaging rate of 3.2 GHz; this could presently be reached by 
about 20 machines operating at realistic rates.

Costs to consider include expert scientific and technical staff (including 
engineers and computer scientists), equipment and their operating costs 
(e.g. the microscopes for imaging), compute time (e.g. for registration 
and segmentation of the image data), data storage and additional staff 
for proofreading and annotation of the dataset. This is why virtually all 
large connectomes involve either a consortium of labs or operate as a 
community effort, and/or are backed by major funding.

Based on extrapolations from existing datasets and numbers provided 
by expert interviewees, we estimate the costs for a mouse connectome 
at $7.5–21.7 billion ($7.5–21.7k million) using current state-of-the-art 
technologies (Figure 5, see box for detailed breakdown). In these 
estimates, by far the largest fraction ($7–21bn) is spent on proofreading, 
followed by registration and segmentation ($300–400mn) and imaging 
($200–300mn). Hence, bringing down proofreading costs would have the 
biggest impact on the total costs: even a two-fold decrease in the amount 
of proofreading required would potentially save billions of dollars. 
Fortunately, substantial improvements in this area seem achievable – 
and even essential – e.g. through improvements in image or segmentation 
quality. By contrast, it is less clear whether the costs for imaging and 
segmentation will go down in the near future given that research and 
development is primarily focused on improving speed and quality of 
output, rather than efficiency. (Please see the gap analysis sections for 
details.) While even our lower end estimate of $7.5bn is very large, it is 
worth pointing out that the Human Genome Project is estimated to have 
cost around $3bn or $6.5bn today, after inflation. Note also that these 
estimates are specific to the generation of a single mouse connectome; 
they do not include the cost of improving and validating new technology 
or related work leveraging a mouse connectome.

https://doi.org/10.5281/zenodo.7599974
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Figure 5: Estimated cost for a mouse connectome using current technologies 

Additional challenges
The scale, time and cost estimates above bring significant challenges 
of management, funding and collaboration – outside of genomics these 
are more typical of the physical sciences than biology. Compared with 
genomics, there are specific challenges related to the nature of the 
samples. At least initially, mouse connectomes would derive from a single 
brain; it is not possible to ‘clone’ a specimen, so sharing it among multiple 
imaging locations would mean subdividing that single brain. Ensuring that 
data are released in a timely and efficient fashion, and making these data 
usable by different kinds of scientists, is obviously vital, and will require 
both prior planning and long-term support. For a technically intensive 
project, global equity of participation and access may be challenging. 
Finally, the large computing requirements mean that sustainability, 
including energy impacts, should be assessed. 
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3.  General strategy: conclusions 
and recommendations

We carried out extensive expert interviews (Appendix A) as well as our own 
analysis of the challenges summarised in the previous sections. This leads 
to many individual conclusions and recommendations. The majority are 
closely linked to different steps of the connectomics pipeline and technical 
considerations; we detail these in the landscape and gap analysis 
that follows in sections ordered from sample preparation, to imaging, 
to connectome extraction and sharing. In each case, we summarise 
the current state of the art, as well as our specific conclusions and 
recommendations. However, some conclusions are more general in nature 
or represent organisational, political or strategic issues. This section will 
summarise these initial conclusions since they can be appreciated without 
a detailed understanding of the technology, and because they have 
important practical implications for how technology should be deployed.

A whole mouse connectome should be a goal on a 10–15 
year timeline. However, it is crucial that this is part of a 
broader effort to develop a connectomics ecosystem.
There is almost universal agreement that a mouse connectome will be both 
useful and expensive. As with many things, the debate is principally at 
what point the utility exceeds the expense. If a mouse connectome could 
be delivered for a total cost of 20 million dollars over the next 5 years, 
we should start today. If the price tag were 20 billion dollars, enthusiasm 
would naturally be muted. The cost of the first mouse connectome will 
almost certainly be between these two numbers. How much it will cost – 
and when it will be delivered – will be a function of both technology and 
politics. If the utility appears to be high, then starting sooner and spending 
more will be advisable. We therefore recommend that in addition to the 
necessary technical development, a priority for connectomics research 
prior to starting a whole mouse connectome should be to generate 
evidence for the value of whole-brain connectomics.

Although a whole mouse brain connectome would have a major impact 
on basic and translational neuroscience, the utility will only be clearly 
demonstrable after the fact – another parallel with genomics (Lichtman and 
Sanes, 2008). Indeed, it is the personal experience of some of the authors 
(GJ, MC, PS, working in Drosophila) that even those closely involved with 
generating whole-brain connectomes have trouble predicting the full 
impact until the final product is in their hands. Related to this, perhaps 
surprisingly, several mouse connectomics experts said that the best guide 
to future impact of a whole-brain mouse connectome is the fly. In other 
words, if we want to think about how a whole-brain mouse connectome 
might impact mouse neuroscience, we should look at how whole 
Drosophila connectomes are impacting fly neuroscience. While this view 
makes sense to us, we would be surprised if all neuroscientists agreed. 
Bringing these threads together, the scientific and technological basis as 
well as the political case for a whole mouse connectome should be 
strengthened by:
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1  Continuing to develop the scale, diversity and impact of 
whole-brain connectomics, starting with the current state 
of the art (i.e. Drosophila).

2  Generating connectomes in vertebrates that more sceptical 
neuroscientists could agree to be more representative of a mouse 
(and ultimately a human). Image volumes would clearly have to 
be smaller than a whole mouse brain, and should be selected 
to maximise scientific value rather than just being based on 
progressively larger imaging volumes.

Both whole small brains as well as small volumes of 
mouse brain should be used as stepping stones
A stepping-stone approach is a logical response to the huge difference in 
scale between connectomics today and where we need to be for a mouse 
brain. The largest finished connectome (the fly hemibrain) is about 50,000 
times smaller by volume. The largest imaged volumes (of order 1 mm3) are 
admittedly only 500 times smaller, but it is clear that existing automated 
segmentation methods produce a poor-quality outcome without 
proofreading. For example, in the MICrONS dataset fewer than 1% of 
neurons (n=601) have been proofread, but an average of 140 edits per 
neuron (evenly balanced between corrections of false merges to other 
cells and missed continuations) was required to recover good-quality 
morphology and connectivity; the unmyelinated axonal arbours of principal 
neurons were particularly challenging (MICrONS Consortium et al., 2021). 
With these current limitations, it is important to think carefully about how 
many steps we might need, and what brains/regions would make useful 
intermediate targets.

Based on our community consultation, there are multiple reasons why 
we feel that a mixed stepping-stone approach is important. First, some 
technical problems relevant to mouse connectomics can only be solved 
in the mouse, and therefore connectomes of mouse brain regions of 
increasing sizes will need to be acquired to secure the path to obtaining a 
full mouse brain connectome. Funding agencies such as NIH have already 
acknowledged this need (see below). However, other issues can only 
be solved by imaging complete circuits in whole brains. For example, 
no mammalian principal neuron has ever been reconstructed in its entirety 
by EM – so to understand how to study long-range circuits it might be 
beneficial to work in a smaller organism. Second, work in invertebrates 
suggests that there is a huge non-linear increase in the value of 
connectomes as they become more complete. In fact there are two 
distinct kinds of completeness to consider: one is the fraction of the brain 
that is present within the imaged volume; the other is the fraction of 
neurons within a volume that has been successfully extracted from the 
image data. Both must be pushed to high levels for maximum impact. 
However, it is worth noting that, for end users, it is much easier to interpret 
connectomes that have been densely segmented – i.e. in which all neurons 
present have been reconstructed. The Drosophila hemibrain (Scheffer et 
al., 2020) is an example in which dense segmentation of a very large, but 
still incomplete, part of a brain was initially more useful for end users than 
a sparse reconstruction of a full female brain (Dorkenwald et al., 2022b; 
Zheng et al., 2018).
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Related to this there is currently much high-impact work in connectomics 
being carried out in species other than mice. There is a potential danger 
that too early or exclusive a focus on the road to a mouse connectome 
could leave this work undersupported, whereas until capacity increases it 
may actually provide the best scientific value for the available investment 
and the best justification for the eventual investment required to obtain 
a whole mouse connectome. Finally, although a mouse connectome is 
probably still a decade off, we should think carefully about what we will 
do when we have one. Data analysis will be a major challenge. It therefore 
makes sense to solve some of the intellectual problems that we can 
expect to find while thinking about related but smaller brains, as well 
as frontloading development of the required analysis infrastructure.

Today’s cutting-edge technology might be able to deliver 
a mouse connectome, but the timescales and costs 
remain uncertain. In the short to medium term, targeted 
investment to develop key technologies and strategies 
across the connectomics pipeline are still necessary both 
to de-risk the project and to reduce the uncertainty in 
costs and timelines
There are many specific aspects of technology development that are 
considered in detail in Section 4, ‘Landscape and gap analysis’. However, 
we can signal right away that specific technology development efforts are 
necessary to bridge the gap between mm- and cm-scale samples, where 
more is actually different. These include whole-brain staining and physical 
sectioning of a brain into sizes suitable for microscopy. At this point there 
are multiple strategies that might be able to deliver a mouse connectome. 
However, even if some strategies look more likely to succeed than others, 
there is no clear winner. So we recommend that a broad portfolio of 
candidate technologies should be supported in the short to medium 
term. Furthermore, it is not a given that a single technology will fit all 
applications. For example we propose that ‘integrative connectomics’ 
may depend on imaging subvolumes of mouse brain; this might be better 
suited to cheaper/more robust technology, especially with equity of access 
in mind. Therefore these are relevant factors for funders to consider 
alongside absolute performance.

Our cost estimates in Figure 5 are based on data collated from interviews 
and the recent literature. It is still too early to produce time and cost 
calculations based on validated performance of methods that are 
demonstrated to scale to a whole mouse brain. In the interim, we can see 
that our estimates ($7.5–21.7 billion) are almost certainly too large for a 
consensus to emerge that a whole mouse connectome is worth starting 
now. Instead, we would currently recommend pushing technology 
development using smaller stepping-stone targets. Ultimately, we believe 
that technical improvements across the whole pipeline will dramatically 
reduce the proofreading costs, which form the bulk of that figure. It would 
be much better to go into a whole mouse brain project with clear evidence 
from a stepping-stone volume that proofreading costs of <$100mn could 
be expected.
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Another way of addressing this issue is to consider what thresholds in time 
or money must be met to give the go ahead on a first whole mouse brain 
collection project. Technology development could then focus on achieving 
those threshold values in addition to pass/fail assessments of feasibility. 
Deciding when to commit to imaging and segmenting a whole mouse 
brain will be a critical transition. For example, an objective assessment 
could find that $300mn is a trivially justifiable expenditure on a mouse 
connectome because it would supply answers to many questions of 
network anatomy that could otherwise only be answered by expensive 
experimental work: e.g. using viral labelling and whole-brain imaging.

Besides cost, we also feel that close attention must be paid to timescales. 
While a 17-year data-acquisition, processing and analysis timescale (as 
shown in Figure 5) might be possible, there would be huge challenges 
with personnel, technology changes, etc. Trying to get a project from 
sample preparation to initial data release on a five year timescale would 
be more motivating and easier to manage, so long as the technical 
groundwork had already been laid.

It would therefore be prudent to try to reduce the imaging time to below 
two years rather than five, and to have as much as possible of the image 
processing happen in tandem with the imaging. As was the case for 
genomics, we expect technology to improve rapidly with appropriate 
investment. However, unlike for genomics, each connectome must derive 
from a single physical brain which cannot be duplicated. This has 
a secondary consequence that it will be difficult to switch imaging 
technology for a given specimen. A five year imaging run raises the 
probability that a disruptive change in technology will become available 
in the middle of a run, precipitating a severe sunk cost dilemma.

Establish a few large centres worldwide as 
knowledge hubs
There was strong agreement among our interviewees that the early stages 
of obtaining a whole mouse connectome dataset (sample preparation 
and imaging) would need to be centralised. Sample preparation must be 
optimised for, and validated by, the selected imaging systems in tandem 
with other expensive equipment such as lab-source X-ray µCT. Electron 
microscopes are large and sensitive instruments, and it is very likely that 
the machines used for a mouse connectome would either be the latest 
commercial instruments or heavily customised. This will require significant 
local expertise and infrastructure for development and maintenance.

There was also consensus that such centres would need strong end-to-
end pipeline expertise in order to guarantee that data were fit for purpose. 
For example, raw images should be validated immediately after acquisition 
by downstream stages of the image-processing pipeline, such as 
registration and segmentation. Note that it is still possible, even likely, 
that key stages of the image-processing pipeline might be driven by 
experts at other locations in collaboration with local staff. Later still in the 
pipeline, annotation and analysis often feed back into quality control of 
segmentation; neurobiologists should be included throughout the process 
to ensure biological validity. If substantial amounts of human proofreading 
are required to correct errors in automated segmentation then some 
centralised quality control will be required.
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We discussed the ideal number of imaging centres with expert 
interviewees. Responses mostly favoured a handful of such centres. 
Arguments in favour of a single centre include the requirements for highly 
consistent imaging and the difficulty of dividing a single brain for imaging 
across multiple centres (though this should be possible if it is prioritised). 
Arguments for multiple centres include the difficulty of assembling global 
talent in a single location, the utility of ‘friendly competition’ in large 
projects, avoiding groupthink within a single institution and support from 
an international panel of funders. These centres could also act as training 
hubs as well as infrastructure that would allow experimental labs to 
conduct correlative multimodal connectomics experiments in which 
e.g. functional imaging of neuronal activity is combined with connectomics 
targeted at a subregion of the brain. This has similarities to the idea of 
brain observatories proposed for large-scale functional characterisation 
of brain areas (Koch et al., 2022).

There was less consensus about whether it would be advisable to 
develop new institutions to house these centres. Some advised setting
up dedicated centres (aka Brenner Institutes). Others advised that new 
institutions are difficult to create from scratch (both in terms of people and 
expertise) and that it might be better to co-locate with existing centres of 
expertise. Yet others pointed out that the infrastructure requirements to 
house EM instruments are significant, and unless machines get smaller or 
throughput goes up markedly there might be relatively few locations that 
could host 5–20 instruments without a building programme. It was pointed 
out that national facilities such as synchrotrons might have suitable 
infrastructure, even if biological laboratories might not.

Ensure that post-imaging steps of the pipeline can 
support globally distributed teams
Although imaging will likely be centralised, once the mouse brain has been 
transformed into digital form, later stages in the pipeline could be much 
more distributed. However the raw image data will be so large that they 
cannot simply be downloaded at will. Serious computation on the whole 
image dataset may need to happen on compute infrastructure co-located 
with the data. But continuing along the pipeline will result in massive data 
compression – the final connectivity graph should fit on one of today’s 
laptops. There is still scope in this model for collaborative and distributed 
research across the pipeline, so long as it is prioritised by scientists 
and supported by funding agencies e.g. through access to shared 
computational resources (whether dedicated or commercial offerings in 
the cloud). This is particularly important when considering equitable global 
access to connectomics projects, which should include participation 
during the project, not just the ability to use data when completed.
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Incentivise collaborative culture
It is essential to incentivise collaborative culture to speed up the 
technology development and validation phases. As discussed above it is 
quite likely that during scale-up multiple centres will need to collaborate. 
By analogy with genomics projects it has been suggested that, once in 
 the scale-up phase, formalised collaborations should be in place so that 
‘everyone is a winner’, even if e.g. one centre’s sample ends up being 
selected for imaging and segmentation. We would recommend funding 
small programmes that actively support technology and data sharing 
across centres, likely with dedicated staff. Specific ideas could include 
help for packaging up protocols, documenting code, specific funding 
for inter-site visits, or a globe-trotting research specialist who keeps 
collaborating groups up to date. There may be lessons to learn from 
e.g. the International Brain Laboratory (Abbott et al., 2017) as well as 
large genomics projects (Birney, 2012).

Notwithstanding the point above that all centres should be part of the 
same collaborative team, it may also be possible to embrace the fact that 
it is hard to cut up and share a brain. For example, three centres could 
image different specimens, such as two female brains and one male brain. 
The race to finish the first brain could produce ‘friendly competition’. 
However, an opposite sex brain would have major interest. Similarly a 
second same-sex brain could help establish the nature of inter vs intra 
individual variation. In this set up there would be incentives to move 
quickly, but there would still be a unique pay off for each individual team. 
Such a set up could also provide redundancy should any individual 
specimen fail. Although it would require creativity and good faith to come 
up with effective scenarios, it seems that it would be worth thinking 
through such issues from an early stage. Funders could likely help with 
both planning and implementation of such arrangements.

It may well be necessary to set up a framework for coordination e.g. to 
identify early where the critical steps in shared pipelines are. This will be an 
ongoing process to ensure that everything fits together. It will be linked to 
the chosen collaborative approaches: not only sharing knowledge but also 
working with a common goal in mind, which requires project management. 
Options could include an overarching scientific advisory board or perhaps 
coordination through funders themselves.

Personnel and funding issues
Connectomics research currently appears biased away from universities 
towards research institutes, often with core funding. This is unlikely to 
be an accident, but may reflect factors such as the strong technological 
development slant which favours long-term research programmes with 
corresponding patience for long-term pay off, the presence of support 
facilities such as electrical/mechanical workshops that have been phased 
out in many universities and a greater enthusiasm for team science. This 
mix also raises recruitment challenges. Hardware and software methods 
development depends on engineers and computer scientists who can 
often earn considerably more in the private sector. Making an attractive 
long-term career structure for such individuals may be a significant factor 
in the long-term rate of progress in connectomics. Related issues occur for 
other technologists such as those with specialisms in sample preparation. 
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This is typically not regarded as a particularly glamorous endeavour, 
but improved sample preparation could literally save hundreds of millions 
of dollars in downstream costs by permitting faster imaging, improved 
segmentation and reduced proofreading. Cooperation between public and 
private sector funders could help address these issues, while a flagship 
goal such as the mouse connectome could provide a useful motivator.

More generally, there will be many areas where funders should have 
opportunities for complementarity in funding actions. Currently the largest 
investments in high-throughput mammalian connectomics include recurrent 
funding from the Max Planck Society and the NIH BRAIN (Brain Research 
through Advancing Innovative Neurotechnologies) capital initiative 
programmes, including the NIH BRAIN CONNECTS call (https://grants.nih.
gov/grants/guide/rfa-files/RFA-NS-22-048.html) which is committing about 
$30mn per year under three headings: 1) scaling up mouse connectomics; 
2) technical demonstration and development projects; 3) lower resolution 
projectomics mapping of primates (including human). Although NIH 
certainly supports connectomics work through other calls, these amounts 
are probably insufficient to support the full range of plausible imaging 
technology options, meaning that some important contenders will probably 
get dropped; this is likely to delay the point at which viable options are 
identified. Interviewees consistently argued that more funding of technology 
development and demonstration would have a significant impact. While it 
is not exactly surprising that investigators in a field would welcome more 
funding, we do believe that investment now could have a significant impact 
on when large-scale mammalian connectomics will be possible.

Beyond the monetary value, each funder will have constraints on 
where and what they can fund. For example, although NIH is open to 
funding research group leaders based outside the USA, empirically this 
seems to be rare and nearly always with US-based lead investigators. 
Other major funders such as Wellcome and Max Planck have international 
programmes, but still concentrate funds in their home countries. 
Besides geographic issues, it is clear that not all funders will have equal 
enthusiasm for all topics and funding mechanisms. This could be a 
concern, but also creates an opportunity for complementarity if funders 
can coordinate with a common goal in mind. For example, the NIH 
BRAIN CONNECTS programme is clearly focused on the mouse and 
on primates. Our consultation suggests this leaves an important gap in 
smaller vertebrates or invertebrates. Conversely, interviewees identified 
competitions in the area of image segmentation (see Section 4.5) as a 
potentially impactful funding intervention – these initiatives might be more 
compatible with private foundations than public funders.

Other areas where flexible funding could make a difference are in the 
recruitment and retention of technologists, as mentioned above. Indeed 
there may be areas of technology development where flexible funding 
might be important. Significant aspects of technology development in 
both hardware and software occur in the private sector, and there are 
numerous private/public interactions. These interactions are positive 
and important. However, our interviews also lead us to emphasise that 
in a project at the scale of a whole mouse brain, which may also have 
significant commercial implications, dependence on single private entities 
at any stage of the project should be avoided if at all possible.

https://grants.nih.gov/grants/guide/rfa-files/RFA-NS-22-048.html
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4. Landscape and gap analysis 

We now present a detailed landscape and gap analysis organised around 
the typical connectomics pipeline from sample preparation and imaging to 
data processing, analysis and connectome dissemination (Figure 6). 

Figure 6: Pipeline overview
This figure illustrates the basic steps required for generating a mouse connectome. 
Importantly, the steps are highly interdependent: e.g. improvements in imaging will 
likely lead to higher quality alignment and better segmentation. 

!
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4.1 Sample preparation

Current state of the art
Optimal sample preparation is critical to the effort of mapping the mouse 
brain connectome, to produce high-quality raw image data and thus to 
ensure faithful digital reproduction of circuits. Significant progress has 
been made in the last ten years, enabling reliable fixation, staining and 
embedding of soft-tissue samples up to 1 mm thick in the shortest 
dimension. While available protocols share a similar high-level structure, 
details such as the choice of reagents, concentrations, incubation times 
and temperatures often vary. Next-generation protocols that have the 
potential to reliably prepare samples at the centimetre scale are now 
being proposed, a critical advance that would be necessary to map the 
connectome of a whole mouse brain. The following sections cover the 
essential steps in the sample preparation protocol.

Tissue extraction
The mouse brain must first be removed before subsequent processing 
steps can proceed. There are two options at this point – perfusion 
fixation of the mouse prior to brain removal, or brain removal followed 
by immersion fixation. In both cases, it is critical to consider changes to 
the brain ultrastructure occurring during anaesthesia, post-mortem and 
tissue handling.

It is important to plan for the datasets to be reused in multiple downstream 
studies, thereby contributing to a reduction in the number of animals 
required for the project, in line with the 3Rs in animal research (Replacement, 
Reduction, Refinement). Maximal value could be extracted from each animal 
by routinely retaining additional samples from each specimen, in the form of 
other tissues and organs fixed for high-resolution imaging, DNA extraction 
and genome sequencing, or (spatial) mRNA and protein expression profiling.

Fixation
The aim of fixation is to preserve the sample in as close to its native state 
as possible for further processing to a state compatible with electron 
microscopy. The affordable time lapse between a healthy living tissue and it 
being fixed without substantial loss in ultrastructure due to degradation is 
limited to a few minutes, especially for fat-rich tissues such as the brain. 
The state of the art in fixation of biological samples for EM is vitrification, 
a process in which a cryogen is applied to the sample at high speed and/or 
under pressure, causing the water to form an amorphous glass instead of 
ice crystals (which would expand and destroy the ultrastructure). However, 
the upper limit of sample thickness for vitrification is 200 µm (using high-
pressure freezing), 35x thinner than the smallest dimension of the mouse 
brain. The state of the art for fixing mouse tissue specimens is therefore 
chemical fixation, usually by intracardiac perfusion rather than immersion in 
fixative, to minimise changes to the tissue during dissection and to enable 
fixation of arbitrarily large specimens. Perfusion fixation minimises the 
interlude between physiological state and fixed state down to minutes 
across all tissues in the organism, and since it employs the circulatory 
system to deliver the fixative, the diffusion distance will always be related to 
the density of blood vessels in the tissue/organism, regardless of its overall 
size. Variables for perfusion fixation include the composition of the fixative 
(usually a mix of (para)formaldehyde and glutaraldehyde in a buffer), the 
duration of fixation, perfusion pressure, and perfusion method (syringes, 
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bottles at height, perfusion pumps, and the use of vessel cannulation tools). 
However, results are highly variable, with artefacts including: anoxia leading 
to cell death and changes in the morphology of mitochondria; loss of 
extracellular space and synaptic connections; osmotic effects; and gross 
disruption due to mismatched pressure. Moreover, perfusion is not an 
option for some specimens – such as extracted tissue (biopsies), post-
mortem tissue or certain animal models (e.g. fish).

Staining
Soft biological tissues are mainly composed of light elements (O, C, H, N, 
Ca, P) that suffer from poor contrast in EM. Traditionally, heavy metals  
that bind to lipids in cell membranes have been used to increase contrast. 
Staining protocols have been optimised for vEM, and especially for serial 
block-face imaging in the SEM, where additional layers of heavy metals 
are required, both to provide sufficient contrast and to suppress charging 
artefacts (caused by electrons accumulating at the surface of the non-
conductive resin-embedded sample during imaging with the electron 
beam, which disrupts imaging and slicing) (Figure 7). Combinations of 
osmium, uranium and lead salts are popular, but parameters including the 
choice of the bridging agent between successive osmium steps, reagent 
concentrations, buffers, timings and temperature are highly variable 
between protocols (Briggman et al., 2011; Genoud et al., 2018; Hua et al., 
2015; Mikula and Denk, 2015; Pallotto et al., 2015; Tapia et al., 2012; 
Wanner et al., 2016; Wilke et al., 2013; Zhang et al., 2022). Homogeneous 
penetration of stains is also a major issue, leading to gradients of contrast 
through the tissue volume and associated challenges for automated 
segmentation algorithms further down the pipeline. Finally, diffusion rates 
depend quadratically on the diffusion distance (staining a 10x thicker 
tissue takes 100x longer) (Dempster, 1960; Hagstroem and Bahr, 1960; 
Ströh et al., 2022). Consequently, staining protocols designed for whole 
mouse brains that rely on the passive diffusion of chemicals suffer from 
incubations lasting for hours or days, leading to whole-protocol durations 
in the month-long scale (Mikula et al., 2012; Mikula and Denk, 2015; Song 
et al., 2022). Protocol optimisation is therefore a lengthy and arduous task.

Figure 7: Sample preparation for whole mouse brain connectomics
Two main approaches can be devised, consisting of staining the brain before or after slicing 
it into smaller pieces losslessly. Both approaches will require specific developments related 
to lossless slicing of the cm-scale specimen. 

!
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Dehydration
This step replaces the water in the sample with solvents such as ethanol 
or acetone, which are miscible with the liquid epoxy resins used later in 
the embedding step. Solvent, timings and dehydration gradients are highly 
variable between labs. Shrinkage, warping and extraction of soluble 
components are major artefacts induced by dehydration, which can be 
minimised by dehydrating at low temperature.

Resin embedding
To transition the sample into a solid state, the solvent is first replaced by 
a liquid resin, which is then polymerised using heat or UV light. The state 
of the art for connectomics is embedding in epoxy resins, which perform 
well for both knife sectioning and ion milling, and tolerate electron beam 
exposure during imaging. New ‘conductive’ resins have been reported that 
help to suppress charging and therefore improve image quality. Infiltration 
gradients, timings, resin formulations and polymerisation parameters vary 
between labs. As described for fixation and staining, resin embedding 
relies on passive diffusion of the (often highly viscous) non-polymerised 
resin components through the stained tissue, and therefore scaling this 
step from the mm to the cm scale presents challenges.

Figure 8: Sample sectioning 
To be compatible with the forecast imaging technologies, the brain will have to be 
subdivided into a vast number of smaller pieces. Critically, this has to be done without 
losing too much tissue in the process. In particular, loss of entire sections could be 
detrimental for reconstructing the wiring diagram across the complete volume. The three 
thicknesses correspond to three distinct mechanical properties of the respective slices, 
and therefore specific slicing and manipulation constraints apply. 
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Trimming and sectioning
Trimming is the process of mechanically sculpting the specimen to a target 
geometry optimised for the subsequent step, which is often serial slicing 
into ultrathin sections (Figure 8). Trimming employs a diverse set of tools 
of increasing precision, from hand-held rotary tools and blades, to glass 
and diamond knives mounted on an ultramicrotome.

The majority of currently available ultrathin sectioning methods require the 
specimen to be <1 mm thick in one dimension. For a sample >1 mm thick 
in all dimensions, like the mouse brain, the sample must be divided into 
1 mm-thick specimens without any loss of material. Each specimen must 
then be imaged and the image sets stitched into a continuous volume. 
Lossless cutting of thick (1–20 µm) serial sections has been demonstrated 
on stained and epoxy-embedded samples by locally raising the 
temperature of the resin (hot knife, Hayworth et al., 2015). However, 
scaling this technique from the current total thickness of 100 µm to the 
cm-scale will require changes to staining protocols, which currently render 
the tissue brittle due to the high metal content. Alternatively, lossless 
sectioning of the unstained, fixed tissue has been proposed, but has not 
been demonstrated to be viable to date (Figure 7).

Once a specimen is <1 mm in one dimension it will typically become 
accessible to most imaging modalities. For array tomography techniques 
that require collection of a series of ultrathin (30–50 nm) sections prior 
to imaging, automated systems have streamlined the process using, 
for example, collection of sections onto tape for SEM (ATUM, Schalek et 
al., 2011) and TEM (GridTape, Phelps et al., 2021) and magnetic-driven 
dense section collection onto wafers for SEM (MagC, Templier, 2019). 
For block-face imaging techniques, the ultrathin slicing takes place within 
the SEM chamber under vacuum, coupled with the imaging step through 
an automated cycle. Cutting is performed by an ion beam (FIB-SEM, 
Knott et al., 2011) or a diamond knife (SBEM, Denk and Horstmann, 2004), 
with both imaging techniques imposing specific requirements on the 
block-trimming step.

Finally, in studies aiming to target only a specific subvolume that is 
enclosed inside a larger specimen (such as a brain region inside a mouse 
brain), the trimming step becomes one essential non-reversible decision 
point that might permanently disrupt or preserve the precious specimen. 
These studies therefore benefit from correlative multimodal imaging 
approaches that enable informed decision making for trimming (Bosch 
et al., 2021). Those approaches rely on conserved landmarks between 
imaging modalities to overlay datasets of the same specimen obtained 
using different methods. The nature of the landmarks may vary in each 
type of experiment, requiring ad hoc development. Laboratory-based 
X-ray computed tomography (CT) and synchrotron hosted X-ray 
microscopy (XRM) are compatible with mm-scale stained and resin-
embedded samples and provide invaluable resources for identifying 
experimentally relevant features and eventually targeting the trimming 
strategy for subsequent vEM (Bosch et al., 2022; Bushong et al., 2015; 
Dyer et al., 2017; Kuan et al., 2020; Meechan et al., 2022). These and other 
synchrotron X-ray microscopy modalities specifically designed for larger 
specimens (Walsh et al., 2021) might together enable non-destructive 
access to the relevant features on a stained whole mouse brain.
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Hardware
Hardware is an integral part of sample preparation for EM and must 
be considered in the context of the mouse brain connectome. Sample 
processing units may be used to improve reproducibility and automated 
reagent exchange. Custom microwave units may be used to speed up 
processing of large samples and to improve penetration of reagents into 
the sample. Freeze substitution units may be used to minimise dehydration 
artefacts using a technique called ‘progressive lowering of temperature’ 
(PLT). Vibratomes and ultramicrotomes are used for tissue and resin 
sectioning respectively, alongside the semi-automated section retrieval 
systems mentioned above. Though basic versions of these systems are 
ubiquitous in life sciences EM facilities, none are optimised for samples 
above 1 mm3.

The challenge of delivering sample preparation hardware for the centimetre 
scale is most apparent when considering sample slicing (Figure 8). 
For techniques that require ultrathin sections to be collected before 
imaging, the challenge involves slicing, storing and transferring 325k 
ultrathin (40 nm) sections. While this number could in theory decrease to 
‘only’ 12k slices for techniques that can image 1,000 nm-thick sections, 
the burden of losing a single section becomes intolerable, since it would 
no longer be possible to connect neurites across the gap. In both cases, 
the slice counts provided are based on whole-brain coronal sections; the 
slice count would be much higher if cut from multiple chunks losslessly 
partitioned from a whole brain. For the process to be feasible, suitable 
hardware must be robust and resilient at all stages – from batch staining 
to automated trimming and automated slice collection.

Artefacts
Sample preparation for electron microscopy typically involves fixation, 
heavy-metal staining, dehydration and embedding in resin. Artefacts are 
introduced at every stage. Some artefacts have been well described, 
while others are poorly characterised. Some are associated with the 
sample preparation technique, and some vary according to tissue type. 
When considering artefacts, the critical question is whether they seriously 
affect our ability to use and interpret the resulting images with respect to 
the target biological question. Some of the main artefact classes affecting 
connectomics are: gross changes in ultrastructure due to anoxia, poor 
fixation or tissue handling; loss of extracellular space; changes in synapse 
morphology; loss of other cell types, including glia and astrocytes; stain 
precipitation or gradients of staining across the tissue; poor infiltration 
and polymerisation of resins; sectioning artefacts, including chatter, knife 
marks and compression. Taking into consideration the investment that will 
be put into the chosen brain, a suitable quality-control process will need 
to be developed to ensure the specimen will perform to set standards 
throughout the pipeline. For example, recent work has shown that 
monitoring the dynamics and patterns of stain penetration using X-ray CT 
can allow modelling of specific staining steps (Ströh et al., 2022) as well 
as design of quality controls (Mikula and Denk, 2015; Zhang et al., 2022).



35  |  Scaling up connectomics: the road to a whole mouse brain connectome 

Gap analysis
The critical gap in sample preparation for the mouse brain connectome is 
our ability to prepare a sample (up to the stage it can be ingested by the 
imaging technique) at the 500 mm³ scale, 1,000-fold larger than current 
techniques allow. Doing so will require advances at every step of the 
sample preparation protocol, though it seems likely that these advances 
will be based on known chemistries and technologies, rather than being 
disruptive to the field. Community consensus on the image data 
parameters required to successfully segment and reconstruct the mouse 
brain connectome would inform the type and severity of sample preparation 
artefacts that can be tolerated, and thus the constraints on the design of 
new protocols. Early decisions should be taken on whether to engineer in 
the resolution to enable subsequent deeper mining of the data at the 
cytoskeleton and membrane bilayer level, which could be important for 
interpretation of the connectome and could help to reduce the number of 
animals required to output maximum information. To date, there has been 
a lack of dedicated funding for this type of work, and a lack of engagement 
from outside a limited set of labs and technical platforms, meaning that 
EM protocols have been relatively neglected by the commercial sector 
compared to, for example, sample preparation for genomics and 
proteomics. It may be useful to promote broader engagement by 
framing the problem as a new field of tissue engineering or architecture.

To address this gap, three approaches can be considered:

A first approach would be to slice the brain after perfusion fixation and 
before staining (Figure 7). Assuming a brain size of 7 x 10 x 13 mm (Allen 
Institute for Brain Science, 2015), the brain could be vibratome-cut into 
13 x 1 mm-thick slices, each with a surface area of 7 x 10 mm2, which 
could then be stained using current protocols. The main challenge of 
this approach is likely to be warping, compression and tissue loss at the 
cutting interface during vibratomy, leading to broken neural paths in the 
image segmentation and reconstruction step. A new method to losslessly 
section hydrated tissue would therefore be required.

A second approach would be to stain and resin embed the whole mouse 
brain and later losslessly divide it into smaller chunks that could be 
cut using current ultrathin sectioning techniques. This approach would 
first require development of new tools and techniques for staining and 
embedding the whole intact mouse brain. Though there has been progress 
made towards this goal, the field has yet to achieve reproducible, 
homogeneous, high-quality preservation, and whole-brain staining and 
embedding. New approaches are required to deliver fast and even 
penetration of reagents into the centre of the intact brain, which may 
require multidisciplinary collaborations across the fields of chemistry, 
physics and engineering. Finally, this approach will also require lossless 
slicing techniques to operate reliably at the cm-scale for heavy-metal-
stained and resin-embedded tissues.
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A third approach would be cryofixation of the specimen to embed it in 
vitreous ice. While this approach could be disruptive in terms of bypassing 
artefacts caused by chemical fixation, dehydration and resin embedding, 
it presents major challenges due to the scale of the specimen: vitreous ice 
only forms upon fast freezing, while crystalline ice, which disrupts tissue 
ultrastructure, originates otherwise. While the process of ice crystallisation 
can be slowed under high-pressure environments inside efficient heat-
transferring media, heat-diffusion kinetics ultimately limit the thickest 
dimension to ~200 µm. Therefore, this approach would only be compatible 
with whole mouse brain samples if lossless hydrated sample slicing is 
developed. As in previous approaches, it would also require a coordinated 
effort harnessing expertise in chemistry, physics, engineering and biology.

In all cases, the field would benefit from:

• ‘Ground truth’ ultrastructure for different regions of the mouse 
brain, against which to measure the success of new sample 
preparation protocols.

• A method for assessing the quality and consistency of commercial 
reagents.

• Full parameterisation of the sample preparation space, followed by 
wet lab development using a screening pipeline that incorporates 
imaging as a readout.

• A better understanding of perfusion fixation to better engineer 
reproducible methods optimised for e.g. individual variations in 
blood pressure.

• Improved reagents with lower toxicity.

• Lower viscosity resins with improved conductivity.

• Optimised lossless thick sectioning of hydrated and/or 
resin-embedded tissue.

• Lossless ultrathin sectioning without artefacts (folds, tears, 
compression, knife marks, chatter).

• Benchmark samples for optimisation and comparison of downstream 
imaging modalities.

• Automation to improve quality and reproducibility, likely requiring 
expertise in robotics, micromanipulation and liquid handling. Though 
this is unlikely to be an area with high potential for commercial profit, 
automation could reap financial benefits in terms of minimising the time 
lost in processing poorly prepared samples through the pipeline and 
could also benefit pathology labs.
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Additional considerations:

• Current protocols have been optimised for the parts of the brain 
that have been imaged to date, but might need specific adjustments 
to be suitable for other brain regions, other tissues beyond the brain, 
and other species.

• Other life science fields studying biological soft-tissue systems 
whose logic is defined by intercellular contacts within a mm3–cm3

neighbourhood are likely to benefit from developments made by the 
mouse brain connectome project. These fields may include the study 
of tumour microenvironments, immunological processes in lymph 
nodes, or the embryonic development of multicellular organisms, 
to name a few.

• Research technical professionals will play a critical role in the effort 
to optimise EM protocols, especially where the task is an unsuitable 
topic for a PhD or postdoctoral research.

• This should be an international effort.

Recommendations
All these are [SML] unless noted:

• Promote efficient knowledge transfer in sample preparation by 
organising a workshop for research technology professionals involved 
in the development of protocols, to review the state of the art and 
especially to share experiences of what has been tested but found 
not to work, since much of this information is not in the public domain 
but could speed up the development process and lead to new 
innovations. [SM]

• Provide access to X-ray CT imaging for teams developing and using 
sample preparation protocols for large-scale connectomics for routine 
quality control of processed samples. [SM]

• Fund multidisciplinary collaborations in the sample preparation domain, 
including expertise in chemistry, to develop new staining reagents and 
protocols. [SM]

• Fund pipeline-wide optimisations that specifically consider internal 
feedback loops and controls within the connectomics pipeline, 
covering sample preparation protocol development, imaging, 
registration, segmentation and proofreading.
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4.2 Imaging 

Figure 9: EM techniques 
Scanning electron microscopes (SEM) image only the top layer of the sample, which is 
why they need to be combined with a cutting or milling step (e.g. via a focused ion beam, 
FIB-SEM) to produce 3D image volumes. Modern SEMs utilise multiple electron beams to 
improve scanning times. Transmission electron microscopes (TEM) offer high resolution 
and fast imaging rates. However, electrons need to penetrate the sample which limits the 
thickness to <100 nm. Collection and mounting of hundreds of thousands of such ultrathin 
sections is a major challenge. Modern electron tomography (ET) microscopes try to 
overcome these limitations by imaging the sample from multiple angles which allows 
for thicker samples. 

The fundamental requirements for an imaging modality to be able to 
deliver the first mouse brain connectome may be expressed as: imaging
of 500 mm³ of tissue with synaptic and membrane resolution (typically 
obtained in EM with voxel sizes ranging (8–40 nm)^3), in a reasonable 
timeframe, and with a signal-to-noise ratio (SNR) good enough for 
automated image analysis algorithms to segment features of interest 
(neurites and synaptic contacts). To understand the landscape and the 
potential of current tools, this expression bears further examination.
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The distance between sequential images (or slice thickness, which defines 
the axial resolution) should be set as the largest distance over which 
continuity of neural tracing can be guaranteed. The main parameter 
affecting continuity will be the smallest diameter of the smallest feature 
of interest (neurites or synapses) within the mouse brain. A secondary 
consideration will be the size of any additional features required to build a 
structural wiring diagram – for example, protein scaffolds revealed as local 
electron densities and vesicles at synapses (Montero-Crespo et al., 2020; 
Santuy et al., 2018). Current estimates put the required imaging interval, or 
section thickness, somewhere between 8 and 40 nm (Briggman and Bock, 
2012; Helmstaedter et al., 2008; Kornfeld and Denk, 2018).

Lateral resolution of the image depends on a number of factors, including 
the sample preparation process, contrast generation mechanism, 
microscope optics, beam diameter in a scanning microscope, pixel size 
of the detector and the image reconstruction method (where applicable). 
Current estimates put the required lateral resolution for the mouse brain 
connectome between 8 and 40 nm, which is generally sufficient to resolve 
the plasma membrane of neurons and most subcellular organelles, 
though not usually cytoskeletal elements, ribosomes and macromolecular 
complexes. Ideally, the axial and lateral resolution will be the same, giving 
isotropic voxels, so that the resulting image data can be digitally resliced 
in any direction, providing associated benefits for image segmentation. 
However, other approaches have resolved connectomes at a satisfactory 
confidence with coarser axial resolutions, with slice thicknesses in the 
range of an ultrathin section: 30–50 nm (Berning et al., 2015; Gour et al., 
2021; Loomba et al., 2022; MICrONS Consortium et al., 2021; Motta et al., 
2019a; Shapson-Coe et al., 2021). Allowing this coarser resolution in the 
axial dimension enables the use of diamond knife sectioning approaches, 
broadening the range of available imaging technologies and thereby 
enhancing the feasibility of the overall project.

A ‘reasonable timeframe’ is a concept that requires discussion within the 
community. The first connectome acquired from the worm C. elegans took 
a decade to complete, and experts have speculated that the mouse brain 
connectome will also be a decadal effort (Abbott et al., 2020). Given that 
imaging is only one step in the pipeline, and that the data analysis phase 
is likely to be lengthy, one might speculate that a reasonable timeframe 
for image acquisition might be two to five years for the first connectome. 
One might also speculate that the knowledge gained from the effort to 
map the first mouse brain connectome will lead to a rapid reduction in 
the time taken to image subsequent connectomes, as was seen for the 
generation of genomes in the Human Genome Project.

An ‘SNR good enough for automated image analysis’ is a concept that 
will likely require further experimental effort to define, taking into account 
both the contrast profile of the specimen and the signal-to-noise ratios 
associated with different imaging modalities. The field of automated image 
analysis is evolving rapidly and, over time, segmentation algorithms 
produced by new machine-learning methods may be able to produce 
high-quality segmentations from lower quality image data.



40  |  Scaling up connectomics: the road to a whole mouse brain connectome 

Finally, community consensus should be sought on the ‘features 
of interest’ required to produce the mouse brain connectome, 
since these will inform: the sample preparation artefacts that can be 
tolerated; the resolution, contrast and SNR required to generate image 
data suitable for segmentation; and the design of quality-control metrics 
by which the success of image acquisition can be judged.

Figure 10: Three of the most commonly used imaging pipelines for vEM 
FIB-SEM combines hot knife sectioning with focused ion beam milling during SEM imaging. 
For GridTape imaging, ultrathin sections are mounted on a tape that has a trough, which can 
then be efficiently imaged by a TEM. Serial block-face imaging consists of alternating SEM 
imaging and sectioning using a diamond knife. 
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Current state of the art
Several imaging modalities show potential to deliver the first mouse 
brain connectome (Table 1). Though none of these imaging modalities 
is currently capable of delivering an image volume of 500 mm³ at 8 nm³ 
voxels in a reasonable timeframe, it seems likely that the first wiring 
diagram will be delivered by an evolution of one of these systems, 
rather than an entirely new disruptive imaging modality.

Table 1: Current and prospective (yellow) vEM technologies 

The group of imaging modalities showing the most promise for mapping 
the mouse brain connectome is volume EM (Peddie et al., 2022). vEM 
describes a set of electron-imaging modalities that combine a contrast 
mechanism that allows visualisation of all membranes within the sample, 
with the resolution to detect features of interest smaller than 10 nm, and 
the potential to image large volumes via a serial imaging regime. Different 
vEM techniques have different potentials for scaling to an image volume 
of 500 mm³ with (8 nm)^³ voxels. vEM imaging technologies involve two 
main processes: sample slicing (providing the axial resolution) and image 
acquisition (providing the lateral resolution).
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The slicing and imaging processes can be implemented independently 
using a method called array tomography. This requires sample slicing 
using a diamond knife and ultramicrotome, and section collection on grids, 
wafers or tape to give a library of ultrathin sections spanning the volume 
of interest. Imaging can then be performed in transmission mode in a TEM, 
or in scanning mode in an SEM (Figure 9). Array tomography allows for 
independent optimisation of slicing and imaging, and provides a means 
for permanent storage of the imaged substrate, but suffers from artefacts 
derived from the production of ultrathin sections such as folds, cracks, 
compression, debris and loss of slices.

Alternatively, slicing and imaging can be combined into one instrument, 
based in the SEM since the chamber is large enough to hold the slicing 
mechanism, which may be based on a diamond knife, focused ion beam 
or plasma milling (Figure 10). The block face is imaged and then a slice 
cut and discarded, a process that is repeated sequentially in an automated 
cycle. Block-face-imaging approaches bypass most sectioning artefacts, 
thereby simplifying subsequent image registration steps. However, they 
usually involve destruction of the sample, and therefore are prone to 
catastrophic errors if undetected malfunctions occur through the slicing-
imaging cycle.

A wide variety of vEM approaches have been recently developed, each 
employing a specific combination of the aforementioned parameters (Figure 
10). Higher-throughput variants of both slicing and imaging processes have 
been proposed that could push volume imaging rates well beyond 100 MHz 
(a rate equivalent to imaging (0.1 mm)² with 10 nm voxels per second).

Current vEM technologies employed in connectomics are:

• Serial section transmission electron microscopy (ssTEM)

This is the first vEM technique developed at scale to deliver the pioneering 
C. elegans connectome (White et al., 1986). Slicing requires manual 
collection of ultrathin (40–60 nm) serial sections on 3 mm diameter grids, 
followed by post-embedding staining and imaging using a transmission 
electron microscope. Though manual, slow and prone to errors, this 
method requires little specialist hardware beyond what is available in 
most electron microscopy facilities, and has few constraints on the type 
of sample that can be imaged.

• Serial block-face scanning electron microscopy (SBF-SEM)

This technique, prototyped in 1981 (Leighton, 1981) and fully developed 
for connectomics research in the early 2000s (Denk and Horstmann, 2004), 
provided unprecedented access to landscapes of biological tissue 
spanning hundreds of micrometres. It consists of an ultramicrotome 
inside the vacuum chamber of a scanning electron microscope, equipped 
with a backscattered electron detector. This technique relies on an 
oscillating diamond knife for slicing serial sections from the block face and 
sequentially imaging the newly exposed block face. It benefits from a low 
image distortion compared to array tomography methods. On the other 
hand, it is a destructive technique and is sensitive to charging artefacts 
(derived from electrons of the incident beam building up at the specimen 
surface and interfering with the imaging process), although developments 
have been proposed to mitigate this (Deerinck et al., 2018; Titze and Denk, 
2013). The area of block face that can be cut and imaged is restricted to 
less than 1 mm² due to limits on the size and reach of the diamond knife.
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• Focused ion beam scanning electron microscopy (FIB-SEM)

This technique relies on a microscope containing both a scanning electron 
source and a focused ion beam source. The ion source provides a nano-
focused beam of gallium ions that mills the surface of the sample at single-
digit nm increments, with the newly exposed surface being sequentially 
imaged with the scanning electron beam and a backscattered electron 
detector (Knott et al., 2008). This technique allows fields of view of up to 
several hundred microns wide to be imaged, but loss of ion beam energy 
and curtaining artefacts limit the depth of high-quality milling to around 
10 µm, rising to 100 µm upon careful system optimisation. The number 
of slices in an uninterrupted milling run is limited by the stock of Ga2+

ions, though next-generation enhanced FIB-SEMs have delivered stable 
systems able to losslessly reset the milling plane after refreshing the ion 
beam (Xu et al., 2017). This technique is destructive.

Next-generation vEM technologies with potential to deliver connectomes 
at >100 MHz rate include:

• GridTape section collection with TEM camera array 
(GridTape-TEMCA)

This technique automates two steps of ssTEM (Phelps et al., 2021). 
Serial sectioning is automated by collection of sections onto a tape with 
preallocated, barcoded, electron transparent apertures. The tape is then 
loaded onto an upgraded TEM capable of automatically detecting and 
imaging the sections. Increasing the distance between the sample and 
the detector enables the use of large area detectors. When combined with 
transmission imaging mode, the large area detector provides high imaging 
speeds. The technique is non-destructive but depends on ultrathin section 
collection, and is therefore susceptible to sectioning artefacts and section 
loss, and z-resolution is limited to 40–50 nm.

• Automated tape collection multibeam SEM (ATUM-mSEM)

This technique incorporates improvements in both slicing and imaging. 
First, serial sectioning is automated and sections collected on a tape 
compatible with scanning electron imaging (Hayworth et al., 2014; Schalek 
et al., 2011). The sections are then imaged using a multibeam SEM, which 
contains a beam splitter enabling multithreaded simultaneous acquisition 
of images, currently employing up to 91 beamlets (Eberle et al., 2015). 
ATUM-mSEM thus benefits from high imaging speed. The technique 
is non-destructive but depends on ultrathin section collection, and is 
therefore susceptible to sectioning artefacts and section loss, and 
z-resolution is limited to 40–50 nm. mSEM also utilises secondary 
electron detectors (rather than backscattered electron detectors), 
which are more susceptible to charging artefacts.
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• Ion beam etching and milling with multibeam scanning electron 
microscopy (IBEAM-mSEM)

This novel technique, only presented in conference reports at the time of 
preparing this landscaping project, benefits from the high imaging rates 
of mSEM and high isotropic resolution achieved with focused ion beams, 
while overcoming the field-of-view limitations of gallium FIB-SEM and 
of its first upgrade, gas cluster ion beam (Hayworth et al., 2020). IBEAM 
instead relies on argon beam milling, which in principle allows an arbitrarily 
large sample (into the centimetre scale) and unlimited continuity of the 
milling and imaging cycle. Large sample surfaces can be evenly milled 
through sample rotation under an inclined incident Ar beam, and the 
Ar gas can be provided from a circuit instead of an enclosed stock, 
removing the need to stop the scan for gas refilling, thus allowing 
continuous acquisition over longer periods. If successful, this technique 
could produce datasets with 10 nm³ voxels through cm-scale volumes at 
acceptable imaging rates. On the other hand, it is a destructive technique, 
and mSEM utilises lower energy secondary electron detectors which are 
more susceptible to charging artefacts.

Imaging technologies other than electron microscopy
Beyond vEM, X-ray microscopy is also a strong contender for mapping the 
first mouse brain connectome. Though laboratory-based microcomputed 
tomography (CT) systems and synchrotron-hosted XRM beamlines have 
been used to image hard biological tissues like bone for many years, it is 
only recently that optimisation of sample preparation procedures and 
imaging systems has begun for soft-tissue specimens. The current state 
of the art leverages heavy-metal staining and resin-embedding protocols 
used for vEM to generate contrast in soft tissue for XRM. Since the 
contrast generation agents are the same as for vEM, the nano- and 
microanatomy landscapes provided by vEM and XRM are in essence 
equivalent, and images acquired at similar resolutions using the two 
different imaging modalities could eventually become indistinguishable. 
With some hard X-ray imaging modalities enabling sub-100 nm resolution, 
such as nanoholotomography (Kuan et al., 2020) and ptychography (Holler 
et al., 2017; Shahmoradian et al., 2017), subcellular compartments such 
as dendrites, nuclei, organelles and even synaptic contacts have been 
detected. Moreover, for specimens prepared using vEM protocols, hard 
X-ray imaging is a complementary technique that can add robustness to 
the connectomics pipeline, by providing non-destructive internal views 
of the subcellular structure of the specimen before it is sliced into smaller 
portions compatible with subsequent vEM steps. Considering future 
avenues for optimisation, it is possible that minimising heavy-metal 
staining might allow larger specimens to be imaged in transmission mode 
with hard X-rays while maintaining resolution, leveraging scattering rather 
than absorption contrast. Altogether, with improvements to synchrotron 
X-ray sources, stages, detectors and software continuing at pace, and 
with optimally developed staining methods, it is possible that XRM will 
match the resolution and contrast profiles of vEM, at which point it could 
become the imaging modality of choice for connectomics due to the 
increased speed of imaging per unit volume.
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Light microscopy has undergone revolutionary advances in the last 
decade, both in terms of resolution and volume (Velicky et al., 2022). 
However, there are few techniques that have the potential to combine the 
field of view (at the centimetre scale) with the resolution (< 10nm) required 
for mouse brain connectomics. A technique of potential interest is the 
combination of tissue expansion with light sheet microscopy, though this 
has only reached volumes in the cubic micron regime with resolutions 
in the 100 nm range. Some critical improvements are needed for this 
technique to provide connectomes at the relevant scales, including 
preservation of sample integrity (the expansion and clearing processes 
can disrupt membranes and synapses within the sample), dense labelling 
of all relevant lipids and proteins required to produce a connectome 
(progress has been made in this area by tagging all protein components 
(M’Saad and Bewersdorf, 2020; M’Saad et al., 2022) and lipids 
(Karagiannis et al., 2019), and processing of samples with volumes 
of multiple mm³, before expansion.

Finally, a few other emerging technologies are gathering growing interest for 
their potential connectomics applications. By mRNA barcoding, the identity 
of the neurons extending any neurites into a specific brain region could be 
obtained by leveraging advances in genetic engineering, viral targeting and 
genome sequencing technologies (Huang et al., 2020). Another imaging 
technique raising interest in the community is stimulated Raman scattering 
microscopy (Hu et al., 2019), which can map chemical identity across 
the specimen. While the fields of view at reach with this technique when 
imaging scattering specimens (such as mouse brain tissue) are currently 
below the size of a whole mouse brain, and the spatial resolution is coarser 
than the detail required for connectomics, future developments could boost 
the latter by means of e.g. super-resolution approaches, and lossless fresh 
specimen slicing could eventually address the issues with the former.

Gap analysis
Rigorous assessment of potential imaging modalities
To date, individual connectomics labs have tended to select and develop 
a single imaging modality to deliver connectomics datasets. For example, 
the worm connectome was mapped using ssTEM (White et al., 1986); 
the fly hemibrain was imaged using FIB-SEM (Scheffer et al., 2020); and 
the recent larval zebrafish connectome was mapped using SBF-SEM 
(Svara et al., 2022). This means that there is a lack of rigorous comparison 
of the performance of different imaging modalities using carefully 
controlled benchmark samples and metrics in the public domain. It is 
therefore challenging to make evidence-based quantitative predictions 
of the potential of different imaging modalities to deliver the mouse brain 
connectome in a reasonable timeframe. The required experiment to 
address this gap may be framed as: imaging of a limited volume from 
the same region of the same benchmark sample using different imaging 
modalities, to determine which modality gives the highest imaging speed 
for a given resolution and SNR. This project would require: expertise in 
connectomics, sample preparation, imaging and analysis; access to 
GridTape-TEMCA, ATUM-mSEM, IBEAM-mSEM and synchrotron XRM; 
and rigorous planning to ensure that appropriate parameters are selected 
and metadata captured at different sites. The cost of each solution should 
also be considered, for individual microscopes and for running multiple 
microscopes, in parallel where needed, to scale to 500 mm³ of tissue.
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Quality control and standardisation
There is a general lack of standards for quality control across the life 
sciences vEM and XRM domains, but these are essential to ensure that 
microscopes are properly aligned and operating at peak performance. 
The Quality Assessment and Reproducibility for Instruments and Images 
in Light Microscopy (QUAREP-LiMi; https://quarep.org/) consortium is 
addressing this challenge in light microscopy, with working groups 
focusing on illumination power and uniformity, detectors, aberrations, 
resolution, data provenance and quality control metadata. This effort 
could be used as a model to develop a similar consortium for vEM and 
XRM, which would support the mouse brain connectome and provide 
fundamental tools across this imaging domain.

Assuming the imaging system is operating correctly, measuring the quality 
of resultant image volumes is still a challenge. Currently the state of the 
art seems to be spot checks by experts, followed by a test segmentation 
and estimates of how much proofreading would be required to produce a 
connectome with desired quality metrics. These metrics are usually based 
on how many synapses are associated with each segmented neurite in 
the dataset, but the interpretation is not straightforward. Altogether this 
situation is distinct from genomics where we can have a useful summary 
of per base sequencing accuracy without having to assemble a genome, 
let alone find genes. The assessment proposed in the previous section 
could be used as the basis for generating a more rapid and standardised 
approach to assessing image quality.

Improvements to imaging hardware
In considering which imaging modality may be capable of delivering the 
mouse brain connectome, the community should discuss and propose 
potential hardware upgrades that could deliver step changes in speed, 
resolution, volume and SNR. For example, in the single particle cryo-EM 
field, direct electron detectors played a critical role in increasing imaging 
speed and sensitivity to deliver near-atomic resolution for structural 
biology. Improvements in SEM sources, optics and detectors have already 
kick-started the vEM field. It will be important to understand whether 
there are step-change improvements still to be made in vEM and XRM 
hardware, or whether the technology is nearing maturity. A small group of 
technologies described above currently provide imaging rates above the 
100 MHz mark. However, there remain multiple trade offs affecting each 
technology. This suggests that the most productive scenario and the 
one worth nurturing over at least the next five years is an ecosystem of 
connectome-delivering technologies. Doing so should both deliver results 
in the short term as well as enable informed crosstalk between alternatives 
to select optimal solutions for whole-brain imaging.

https://quarep.org/
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Full automation of image acquisition
There is potential for further automation of the imaging process in most of 
the vEM and XRM techniques that show potential for mapping the mouse 
brain connectome. Advances could be made at all stages of the process, 
from robotic loading of samples to detection of the sample position within 
the microscope, alignment of the beams or knife to the sample, adjustment 
of imaging parameters, detection and resolution of issues during the run, 
and post-acquisition alignment, processing and storage of the image data. 
Open software initiatives applicable to multiple imaging systems could 
benefit from faster improvements by integrating feedback from a wider 
user base (Titze et al., 2018). Conversely, imaging systems will likely 
mature faster with more robust performance and lower cost as a function 
of their applicability beyond connectomics or even the life sciences. 
This may be a factor worth considering when evaluating the long-term 
prospects for a given method. For example, there may be synergistic 
development of the multibeam systems for applications in the 
semiconductor industry. Finally, for maximum speed, efficiency and 
stability, human intervention must be minimised or removed from the 
data-acquisition process, as has happened to a large extent in genomics.

Smart imaging to increase imaging speed
Taking inspiration from the correlative imaging concept of data reduction 
outside ROIs (regions of interest), it may be possible to increase the speed 
of imaging for connectomics by developing smart imaging workflows 
compatible with reconstruction of the wiring diagram. Unlike correlative 
imaging, it would not be possible to sacrifice large regions of the tissue 
since connectomics requires dense reconstruction throughout the brain 
volume. However, there might be subcellular regions that are not required 
for reconstruction of the wiring diagram, such as the interior of the cell 
nuclei. Such features would not be known a priori however, and would 
need to be distinct from those necessary to improve segmentation. 
For data reduction and increased speed, these regions would need to be 
automatically detected during imaging, perhaps in a low-resolution map of 
the area, to inform faster low-resolution imaging in these regions, bringing 
AI close to the edge during data acquisition. Given the uncertainties about 
what image detail might be needed for improvement of segmentation, 
this may be a strategy that could be designed post hoc, i.e. after a first 
connectome has been successfully obtained, to obtain new connectomes 
more rapidly. Note also that this approach is only likely to be relevant to 
beam scanning imaging technologies (including multibeam SEM) where 
the scan pattern can be modified, rather than TEM imaging which acquires 
a large field of view simultaneously. Finally, using low-resolution images to 
inform higher resolution imaging is a more general class of problem that 
will occur regularly. It might be particularly relevant e.g. to situations where 
it is decided to image large parts of a specimen at low resolution and 
follow specific anatomical regions or long-range projections at high 
resolution. This could be both challenging but impactful for destructive 
imaging techniques such as IBEAM-mSEM.
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Recommendations
All these are [SML]:

• For whole mouse brain connectomics, the primary goal should be 
to obtain high-quality structural connectomes from single specimens 
without attempting to overlay functional or molecular data (see also 
Section 6.1).

• Enable a quantitative, evidence-based assessment of the rate at which 
key imaging modalities could map the first mouse brain connectome, 
by funding a consortium of expert labs to collect a limited volume of 
image data from a carefully controlled benchmark mouse brain sample 
with set parameters (e.g. resolution, SNR) using e.g. GridTape-TEMCA, 
ATUM-mSEM, IBEAM-mSEM and synchrotron XRM. The resulting 
datasets will also provide the first direct comparison of image data 
collected from different imaging systems on the same sample, and 
will provide a valuable resource for the image analysis community 
to develop, validate and compare the performance of segmentation 
algorithms on similar data from different imaging modalities.

• Promote the development of technologies currently capable of 
imaging at rates beyond 100 MHz: GridTape-TEMCA, ATUM-mSEM, 
IBEAM-mSEM.

• Develop quality assessment and reproducibility metrics, standards and 
protocols for imaging mouse brain tissue using vEM and synchrotron 
XRM. This exercise, while focused on the mouse brain, will provide the 
know-how for development of similar processes across the life science 
vEM and XRM sector.

• Promote initiatives aimed at improving the reliability of the imaging 
pipeline.

• Promote initiatives exploring and developing synchrotron hard X-ray 
techniques for connectomics.

• Stimulate the development of emerging technologies with a potential 
impact in connectomics, including stimulated Raman microscopy, 
expansion microscopy and neuronal barcoding.

• Organise a workshop for technology developers to discuss and 
propose imaging hardware upgrades and advances that could 
improve the speed and quality of image data generation for the 
mouse brain connectome.

• Develop a call for smart imaging strategies, to fund research and 
development into: increasing the rate of acquisition of images suitable 
for reconstruction of the wiring diagram of the mouse brain; full 
automation of the image acquisition process, thereby minimising or 
removing human intervention for long-term imaging runs; incorporating 
data-reduction techniques to mitigate the burden on data processing, 
storage and sharing; development and testing of combined or 
integrated imaging solutions to increase data-acquisition rates.
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4.3 Data handling
As soon as raw digital image data starts coming off the microscope there 
is a data-handling problem. Although those working in connectomics have 
already encountered, and to a large extent solved, such issues at the cubic 
millimetre/petabyte scale, a mouse brain connectome would push into 
the exabyte scale. This is the largest range for biological data. There will 
undoubtedly be lessons to learn from other data-intensive scientific 
projects (Birney, 2012) and institutions such as national genomics centres 
(who currently handle data on this scale, albeit for a whole community 
rather than a single research project). Our expert interviews did result in a 
number of conclusions that we feel will be important for the connectomics 
community. Furthermore, issues such as the location of archival vs 
working image data storage and the process of versioning and release 
of data have strategic implications that funders likely need to consider.

Gap analysis
Data engineering
Data handling and engineering at this stage will be a major challenge in 
and of itself. These challenges are even more significant in a multicentre 
project and must be mapped out with detailed solutions before acquisition 
begins. Experts emphasised the significance not just of common file 
formats and shared APIs (application programming interfaces) for online 
data access, but also data modelling – i.e. taking a high-level view of the 
process and describing in detail the information that must be collected and 
preserved across the pipeline. This process also needs to consider who 
will use different categories of data and when and how they will be shared.

Communication bandwidth
The path from the microscope to the raw data store must operate at the 
speed of the microscope (which may exceed 3GB/s per instrument or 
20GB/s per centre) to avoid a data pile-up. This is a significant challenge 
if data storage is remote to the collection site; this would be expected
 if multiple centres are working on the same specimen, or if remote 
collaborators are involved in steps such as image segmentation, which 
has usually been the case until now. In the UK, most universities and 
research organisations are connected to the JANET academic network. 
Only a handful of institutions have the highest link speed, operating at 
25 GB/s (more commonly quoted as 200 gigabits/s). In other words, 
20 GB/s of raw connectome data alone would almost saturate the existing 
network connection of a research university. JANET currently carries a 
total of 3 petabytes of traffic per day. This is approximately the amount of 
raw image data that would be generated per day if a mouse connectome 
project were targeting complete imaging of a brain in one year.

Image compression and archive storage
The raw image data will be by far the largest part of the project’s data-
storage requirements. Compression will be essential from the beginning to 
reduce the storage space occupied. Furthermore, given the considerations 
about upload bandwidth it may be necessary to pre-compress raw image 
data before it leaves the acquisition site. EM and XRM image data is rich 
in detail with very little blank space (e.g. in contrast to fluorescence image 
data or astronomy). Lossless compression (in which every byte can be 
decompressed to its original value) may achieve reductions of the order 3x, 
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but to achieve higher reductions, some data loss by removing noisy (and 
poorly compressible) pixels is essential. The state of the art is currently 
15x lossy compression of connectomics data without measurable impact 
on automatic segmentation of neurites (Minnen et al., 2021). However, 
it is possible that future improvements in segmentation could have 
increased reliance on ultrastructural information inside the cell.

For a range of reasons, including the possibility that lossy compression 
could remove information needed for improved segmentation, it is likely 
that a losslessly compressed archival version will be required. This will 
be large and expensive. At present, working datasets for connectomics 
are mostly stored with commercial cloud providers. If we assume 
250 petabytes after this compression, cloud storage costs today would 
be at least $1mn a month with cheaper commercial providers. Even after 
lossy compression, we would expect the dataset to be 50 petabytes. 
This is such a large volume that moving the data around becomes a major 
issue for those who need to do computation at whole-volume scale. 
For example, it will likely require extremely careful optimisation to allow 
image data to be uploaded to cloud storage at the rate that it is produced 
by multiple imaging systems. We can therefore imagine that it might take 
250/50 = 1/5 of the imaging time to download the whole dataset, i.e. 
months to years. Therefore, data-storage issues also have significant 
implications for the location of compute infrastructure. This also means 
that there would be strong vendor lock-in after selecting a cloud provider. 
Time will erode these costs and increase transfer rates, but whether it will 
do so soon enough to obviate these concerns must be kept under review.

Other connectome data
The above discussion is focused on whole dataset issues. Fortunately, 
as we proceed further down the processing pipeline, data sizes become 
smaller – effectively data processing is a giant exercise in compression. 
At the final stage, the connectome graph – which records only the number 
of synapses between neurons – should come in at around 1 terabyte or 
approximately 1 millionth of the raw image data. Other objects, such as 
3D skeletons or surface meshes defining neuronal structure, will be 
intermediate in size, but will typically only be requested in small numbers 
by end users. API endpoints allow users to search for and retrieve such 
data. The state of the art for dissemination (see Section 4.7) includes both 
web tools and programmatic access to such APIs, but data exploration 
and analysis is an important form of quality control, even while data 
acquisition is still in progress.

Preparing to share
Connectomics data is already being richly and effectively shared to 
end users. However, these mechanisms are still evolving, and in many 
cases guarantees of data longevity or timelines for data release are quite 
informal. Most connectome projects have involved some kind of embargo 
period – either by restricting data access to project collaborators or by 
placing restrictions on publication.

A project on the scale of the mouse connectome, especially if it receives 
significant public or charitable funding, will require a more formalised 
process that may be skewed towards early data sharing. Data-sharing 
policies could be adapted from the genome project: the Bermuda Principles 
set out rules for the rapid and public release of raw DNA sequence data; 
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the Fort Lauderdale Agreement set out expectations for data reuse and the 
role of funders in guaranteeing this. However, we note that raw image data 
may not be the equivalent of raw sequence data – it may only be objects 
such as the segmentation or extracted neuron morphologies and synapses 
that actually constitute usable biological information. The data-sharing plans 
for CERN (European Organization for Nuclear Research) experiments 
(opendata.cern.ch) provide another interesting case, carefully defining 
retention and sharing of different levels of data and allowing exclusive 
data access to the CERN team during a short embargo period.

Recommendations
Data policy [SML]
Prepare a detailed policy for data preservation, access and reuse before 
data collection begins. This must define the different outputs that are 
expected and the timeline and mechanisms for sharing, as well as the 
data-licensing rules. Funders should help define, as well as enforce, the 
data-sharing policy. This policy must be prepared early, since it will shape 
data-engineering challenges for the project.

Points to consider include:

• Think carefully about whether archival storage of a dataset of the value 
of a mouse connectome raw image volume should be on public or 
private infrastructure.

• A ‘working copy’ of the image data after lossy compression might 
be 5x smaller, and other outputs will be smaller again – but still the 
decision to use a single commercial partner to host a dataset must 
be carefully considered.

- As datasets get smaller along the pipeline and the number of 
users goes up, commercial providers will likely have the edge 
as they normally offer optimised content delivery to any location 
on the web.

• If data is hosted at no or reduced cost by a commercial partner, 
appropriate guarantees about longevity and egress must be in place.

Data engineering [SML]
A mouse connectome will be a major data-engineering challenge. 
Early planning will be critical and should consider the following points:

• Data pipelines must be engineered with regular versioning, eventual 
data release and long-term retention in mind. Considering the data 
volumes in question, there will need to be dedicated staff in these roles.

• High-quality metadata must be retained throughout the pipeline.

• Data quality control is essential across the project. The most effective 
way to do this is likely to be running the downstream stages of the 
image-processing pipeline as soon as possible. There will likely be 
dedicated staff in these roles.

• We recommend that the APIs that will eventually be used for 
connectome analysis by end users should be put in place as 
early as possible for quality control.

• Given the long-term costs and strategic implementations, it would 
make sense for funders to support these discussions – for example, 
by helping steer a data-management working group.

http://opendata.cern.ch
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4.4 Image alignment

Current state of the art
The output of EM imaging will be billions of small, partially overlapping 
two-dimensional image tiles – unless microscope fields of view change 
markedly, we can expect in the order of 10–100 billion tiles for a mouse 
brain. These tiles have to be aligned and stitched into a cohesive three-
dimensional volume before neurons and synapses can be extracted  
from the image data. Depending on the exact imaging modality, this is 
typically a two-step process where individual tiles are first stitched into 
two-dimensional sections which are then aligned along the third  
dimension (Figure 11).

Figure 11: Registration and alignment 
The imaging pipeline produces billions of small two-dimensional tiles which have to be 
registered and aligned into a cohesive volume. 

billions of image tiles 2D montage

2D alignment 3D alignment

thousands of sections 3D montage cohesive EM volume

Image alignment (also termed image registration) is typically based on 
automatically finding corresponding features in neighbouring tiles/sections 
and turning these landmarks into a non-rigid transformation that aligns  
the images (Khairy et al., 2018; Saalfeld et al., 2012). Recently, neural 
network approaches have been used for fine-scale alignment at the end  
of the process, with significant improvements in section-to-section 3D 
registration quality (Popovych et al., 2022); this combined approach 
represents the current state of the art for datasets based on thin sections, 
which due to their fragile nature are often subject to significant physical 
deformation (e.g. tears and folds). In contrast, block-face strategies which 
repeatedly image and ablate the surface of a large specimen, typically start 
out with a better alignment between consecutive sections (because the 
imaging target was the surface of a large rigid block rather than a thin and 
deformable section).
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Alignment quality is crucial for subsequent automated segmentation as 
demonstrated by the FAFB (full adult fly brain) image dataset (Zheng et al., 
2018). Initially, reconstruction was purely manual: human tracers were 
quite good at coping with the many consecutive sections which were 
misaligned. Subsequently there have been three generations of automated 
segmentation, each of which had to realign the volume. The first used local 
reregistration only (PH Li et al., 2020); the second used a full global 3D 
reregistration to produce the volume used in the FlyWire project, with 
significantly more intact neurons (FAFB v14.1: Dorkenwald et al., 2022b);  
a further registration has been generated with improvements in both the 
initial 2D alignment and the full 3D registration (FAFB v15: Popovych et al., 
2022). However, this highlights another problem: FAFB v15 has yet to be 
deployed, even though it has substantially better automatic segmentation 
than v14.1, because of the difficulty of mapping the large amount of 
proofreading from one assembly to the next.

So far alignment algorithms seem to be quite portable across datasets/
species. The same registration approach used for FAFB v15 was  
applied to the cubic millimetre mouse MICrONS dataset (Popovych et  
al., 2022). Reflecting the significance of registration for subsequent image 
processing, both human and mouse cubic millimetre datasets included 
quality-control steps for registration directly into the imaging pipeline 
(Shapson-Coe et al., 2021; Yin et al., 2020).

Gap analysis
• Alignment of a whole mouse brain does not introduce any 

fundamentally new problems. However, there will be a scale difference 
of two to three orders of magnitude, and this may precipitate 
unforeseen issues. In the transition from 1 terabyte larval Drosophila 
brain to 100 terabyte adult brain, significant registration issues were 
encountered. Arguing against this concern, modern registration 
pipelines are already designed to work as distributed processes (e.g. on 
a CPU/GPU cluster) which in theory allows them to scale to very large 
image volumes. The pipeline used for initial alignment of the MICrONS 
cortical mm³ (2 petabytes), for example, is thought to scale to exabyte 
datasets which would in effect cover a mouse brain (Mahalingam et al., 
2022). In contrast, it is less clear if the fine-scale 3D registration 
approaches would have scaling issues.

• New imaging strategies could introduce new alignment problems.  
For example, any strategy that involves subdividing the brain into 
chunks will likely generate interfaces that are harder to align than 
consecutive serial ultrathin (<50 nm) sections. This was certainly true 
for the Drosophila hemibrain in which multiple 20 µm slabs had to  
be coaligned (Scheffer et al., 2020). The same concern may hold for 
imaging strategies that use semithin sections in the 0.5–2 µm range; 
even then those interfaces should be cleaner than those between  
20 µm slabs, though they would be extremely numerous (order 5,000–
20,000 sections).

• Most alignment pipelines in current use have been released in open 
source form, including basic documentation (e.g. through GitHub). 
However, similar to segmentation, these pipelines are very complex  
and often highly adapted for a given computational platform. This can 
make it challenging for third-party labs to redeploy them for their own 
dataset without additional technical support.
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Recommendations
All these are [SML]:

• Host workshops on alignment targeted at developers as well as  
those who might be tasked with deploying or adapting registration 
pipelines at individual centres.

• Funding for (post-publication) technical support of code bases  
(bug fixing, deployment, etc).

• Investigate options for alignment-as-a-service either through 
partnership with specialist private entities or by supporting 
preconfigured cloud environments.

4.5 Segmentation

Current state of the art
An EM image volume, however large, is not a connectome. Segmentation is 
necessary to extract neuronal morphology and synaptic contacts from the 
raw greyscale data (Figure 12). The switch from manual tracing of neuronal 
skeletons to automated segmentation has resulted in >50x speedups in 
connectome generation essential to the largest connectome to date (the 
Drosophila hemibrain). The end goal is to extract all neuronal morphologies 
and the location and strength of (chemical) synaptic connections between 
neurons. In most instances it is not possible to extract information about 
electrical synapses or other modes of communication.

Automated segmentation performance interacts crucially with both incoming 
image quality as well as downstream manual proofreading to correct 
segmentation errors. Ultimately the primary measure of segmentation  
quality is in the reduction of the amount of proofreading required.  
Automatic segmentation quality has improved substantially over the last  
few years. Some of our interviewees feared that it may be plateauing; 
others remained optimistic and commented that those who develop and 
deliver segmentation are naturally cautious about promising large gains.

Segmentation is very dependent on both the resolution and quality of  
the input data. Throughout this report, we have used 10 nm isotropic 
voxels as a standard size. However, 10 nm voxels may not reveal all  
the ultrastructural features in the specimen (e.g. small vesicles or lipid 
bilayers). Raw image quality (which depends on many factors including 
sample preparation, signal homogeneity, contrast, alignment, ground truth, 
etc) and other image-processing steps may be crucial, e.g. ensuring 
accurate alignment from one section to the next so that segmentation 
algorithms can successfully follow neuronal processes (Popovych et al., 
2022). At the same time, the semantic information present only in large 
fields of view (e.g. whole-neuron morphology or location) might become  
a valuable source of information to obtain accurate automated 
segmentations of all cells and synapses in the dataset. Therefore,  
it is expected that the optimisation of the imaging and segmentation  
steps may require bidirectional feedback.
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Figure 12: Segmentation  
Segmentation of the volumetric image data extracts neuron morphology,  
synaptic connectivity and other ultrastructural features. 

Numerous groups were working on 3D image segmentation as applied to 
EM connectomics ten years ago. There was a relatively sudden transition 
about five years ago when automated segmentation suddenly improved 
enough that it was worth only using humans to fix residual errors. One key 
driver for this was the flood-filling neural network algorithm developed at 
Google Research (Januszewski et al., 2018).

Underlying most segmentation algorithms is a distinction between the 
inside and the outside of a cell defined by the plasma membrane. Early 
machine-learning approaches applied neural networks to identify cell 
boundaries, but then used simple but computationally highly efficient 
methods to fill in the space between the membranes. Flood-filling 
networks improved on this by using an end-to-end neural network 
approach to simultaneously detect cell boundaries and fill the cell.  
This effectively increased the field of view over which the algorithm can 
collect features to make predictions and turned out much more effective 
than earlier algorithms, albeit at significantly increased compute cost. 
Other competitive approaches are now appearing (Macrina et al., 2021; 
Sheridan et al., 2021) but they have not yet been used extensively.
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For the last few years, there has been a relatively clear distinction in  
the field between automated segmentation and manual proofreading. 
Experienced human proofreaders still retain an advantage in many 
situations, quickly spotting residual errors. This is likely because they  
can use additional domain-specific knowledge, such as the expected 
branching pattern of neurons (sometimes based on very precise 
knowledge from the same specimen or another specimen containing the 
same cell type). However, using this human domain knowledge directly will 
be too slow and expensive at mouse brain scale; therefore it is essential to 
try and capture as much as possible in automated strategies. One recent 
attempt to do this is RoboEM (Schmidt et al., 2022) which effectively flies 
an AI agent down long neurites to identify potential false splits or false 
merges. Other strategies include unsupervised learning methods that use 
morphological and ultrastructural properties of neurites to predict their cell 
types of origin (e.g. Dorkenwald et al., 2022a). This could be a good way 
e.g. to identify false merges between neurites which appear to belong to 
different cell types. These are just two examples of a trend which is 
starting to see the distinction between segmentation and proofreading 
blurring, as attempts are made to make proofreading much more 
automated and to incorporate more domain knowledge.

Gap analysis
• Improvements in segmentation to reduce the amount of human 

proofreading will likely be the key determinant in making a whole 
mouse connectome feasible. Specifically, improvements of at least  
30x seem a requirement to bring the cost of proofreading into the same 
realm as the rest of the pipeline. However, even this would represent a 
huge logistical challenge (thousands of person-years of proofreading).

• The number of groups working on connectome segmentation is actually 
quite small in proportion to its significance for connectomics.

• Segmentation still does not leverage all the cues of experienced  
human proofreaders.

• There is limited work on segmentation of glia or other non-neuronal 
cells in the brain.

• Further work will also need to consider how neuroanatomical features, 
such as the presence of white matter, will impact segmentation quality. 
This would be one argument to develop methods on a subvolume of 
the mouse brain, like MICrONS.

• There is limited ground truth data for mammalian connectomics.

-  For example, about 1% (601 neurons) of the 1 mm³ MICrONs 
dataset has been proofread.

-  Similarly just 100/~50,000 neurons in the H01 human temporal 
lobe dataset have been proofread (Shapson-Coe et al., 2021). 

• Development has focused more on performance than efficiency.  
But efficiency may be critical for scale-up and is important for  
equitable access and environmental impact.

• Segmentation algorithms may be clearly described in publications  
or released as open source, but still be challenging to implement in 
practice e.g. because of dependencies on specific cloud compute 
environments and/or closed-source infrastructure.
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Recommendations
All these are [SML]:

• Research on automated image segmentation for connectomics should 
be strengthened and diversified. This should be a win for everyone.

• Improvements could come from using: 

-  Subcellular embeddings: here the high-resolution surface 
morphology of neurites, synaptic ultrastructure and  
intracellular features, such as the cytoskeleton or endoplasmic 
reticulum or ultrastructure, could help define long-range  
identity across neurites. There is promising preliminary work 
(Dorkenwald et al., 2022a). 

-  Global cues, including cell typing or unsupervised machine-
learning algorithms (for both segmentation and cell typing).

-  The history of edits within previously proofread connectomes,  
or ongoing edits in new ones.

• We recommend supporting the generation of ground truth data  
based on proofreading of existing mammalian datasets, and of  
datasets acquired with promising new imaging techniques.

-  Ground truth data should probably be a mix of locally  
dense and globally sparse to ensure that numerous full 
morphologies are available, as well as regions in which  
all profiles have been reconstructed.

-   Higher-order features, including annotation of cell types,  
may be an important part of this ground truth.

• Development of methods and testing will need to be flexible  
and easily deployable.

Developing segmentation competitions could be one effective  
(and efficient) way to generate more ideas and progress in  
segmentation (Figure 13).

• These should be planned and run by experts in the field who  
could engage with their community.

• The CREMI competition (Stephan Saalfeld, Janelia; https://cremi.org) 
should provide useful ideas, but used much smaller volumes  
(order 5 µm3 cubes) than we would now recommend.

• Investment in storage and compute infrastructure to support these 
would be necessary to ensure competitions are in fact open to all.

• Since it would be better to make substantial progress before attempting 
to acquire a whole mouse volume, competitions could use existing  
fully proofread volumes for training or resegmenting existing datasets.

-   This could include fly datasets which have been extensively 
proofread and validated and are therefore ready to act as a 
testbed. This should be of general significance since most 
segmentation methods to date seem to be surprisingly portable; 
furthermore, the fly offers a lot of opportunities for functional and 
comparative connectomics so there will be significant scientific 
value in improved segmentations.

-   However, leveraging new mouse ground truth data as it becomes 
available would also be essential.
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• Holding back some data might be necessary to run competitions.

• The competition could be organised in a pyramid style with low entry 
requirements (more computing available in each stage), moving to the 
next stage only if successful. These funding initiatives/competitions 
would require some management.

• The same computational platform could potentially be used by larger 
imaging centres for testing and deploying new algorithms and for 
smaller centres to process intermediate scale datasets (see also 
Section 5).

Figure 13: Segmentation challenges  
A tiered system with increasingly large test data. Users submit their model to a shared 
computational infrastructure which runs it. Compute costs are funded as part of the 
competition. Good performance grants access to the next tier with larger test datasets.
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4.6 Proofreading

Current state of the art
Despite major advances in automated segmentation, substantial human 
proofreading effort (Figures 2 and 6) is still required to produce a 
connectome of sufficient quality for brain-scale analysis. However,  
no connectome is perfect, so it is important to consider which errors can 
be tolerated. For example, correlations in the size of nearby synapses 
involving the same partner neurons have been used to identify potential 
sites of learning-related synaptic plasticity (Motta et al., 2019a). If the 
requirement for analysis is that synapses 10s of µm apart have a <5% 
chance of being incorrectly separated or joined, then proofreading 
requirements are much weaker and may already be met by automated 
approaches (Schmidt et al., 2022). In contrast, if the goal is to analyse 
complete connectomes at brain scale, then entire neurons should have a 
large (and largely unbiased) fraction of their synapses correctly attached 
and very few incorrect synapses misattached. This is a much stronger 
requirement since large missed branches, and especially false merges, 
must be eliminated over cms of neuronal cable, whereas typical error rates 
are an error every few mm of cable (Dorkenwald et al., 2022b). Finally,  
it is also worth considering that relevant insights might be obtainable  
from partial or noisy connectome reconstructions, provided that the 
questions posed to the analysis are framed by provable models/
hypotheses (Klinger et al., 2021).

In considering the acceptable error rate for a connectome, it is not just  
the frequency of errors but the nature of those errors that is important.  
For example, the Drosophila hemibrain connectome only identifies about 
36% of the input connectivity of the reconstructed neurons; the remaining 
64% of inputs are associated with very small pieces of dendrite that  
could not be easily attached to a neuron (Scheffer et al., 2020). The 
segmentation algorithm effectively terminated prematurely, resulting in  
a ‘false split’ between each fragment and the main part of the neuron.  
This difficulty of tracing fine dendrites is typical of Drosophila and probably 
many other insects (Schneider-Mizell et al., 2016). However, this loss 
appears rather uniform across different partners; furthermore, strong 
neuronal partners are connected by tens or hundreds of individual 
synapses in the adult fly, so that the resultant connectome graph appears 
to be missing only the weakest connections. In contrast, state-of-the-art 
imaging in mammals leaves fine unmyelinated axons requiring extensive 
proofreading (MICrONS Consortium et al., 2021). This is a potentially 
serious issue for the connectome as one uncorrected ‘false split’ error 
could remove nearly all of the output partners of a neuron.
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All connectome projects use software tools that allow many users to  
work concurrently on an in-progress dataset. These proofreading teams 
can include different members, including specialised scientists at both 
postdoctoral or post-baccalaureate level, full-time contract workers 
without extensive training, postdoctoral fellows or postgraduate students 
carrying out proofreading as one element of their research in neuroscience, 
baccalaureate or high school students using it as a research experience, 
and finally, citizen scientists. Some of these individuals are effectively  
paid to proofread, others do it to advance their research goals, while  
some are volunteers without a specific financial or research motivation.  
Different projects have placed more or less reliance on different categories. 
The projects with the largest proofreading burden so far have been on 
Drosophila, so they provide some insight into the different strategies 
adopted. For example, the pioneering larval Drosophila project depended 
from the outset on volunteer scientists. They traced out specific neurons  
of interest (using the collaborative web application CATMAID (Saalfeld  
et al., 2009)) in exchange for insight into their circuits of interest. This 
arrangement worked well, and the first publication appeared in 2015,  
just three years after the project started (Ohyama et al., 2015), with many 
more following. However, it was noticeable that finishing the larval brain 
connectome required a more professionalised effort with a few individuals 
dedicated to completing all the remaining neurons in the brain that had yet 
to attract attention (Winding et al., 2022).

The adult Drosophila hemibrain connectome took a quite different 
approach. FlyEM, a large, dedicated team based at Janelia, collectively 
spent over 50 years proofreading an automated segmentation (Scheffer  
et al., 2020). This team included a small number of experienced neuro-
anatomists and a large number of research assistants who were trained 
locally. This combination allowed the proofreading aspect of the project to 
be completed in just two calendar years. The FlyWire project (Dorkenwald 
et al., 2022b), which is expected to finish proofreading a full adult fly brain 
connectome in 2023, has adopted a more heterogeneous strategy. Both 
research scientists and citizen scientists have contributed their time and 
expertise. Nevertheless, the vast majority of proofreading has been carried 
out by professional proofreaders. Besides experienced neuroanatomists 
based in Princeton and Cambridge, this has also included contract 
proofreaders based in the Philippines and India, either contracted directly 
or through ariadne.ai, one of a small number of private enterprises in this 
space. This effort is therefore more similar to the hemibrain strategy, but 
with a distributed team. Unless and until the requirement for proofreading 
falls by at least 10,000x, it seems likely that proofreading a mouse brain 
connectome would rely on similar distributed teams.



61  |  Scaling up connectomics: the road to a whole mouse brain connectome 

Software tools are key to efficient proofreading (see Appendix B). NeuTu 
and Neu3 developed by the FlyEM team at Janelia have probably been 
used for more connectome edits than any other (Hubbard et al., 2020; 
Zhao et al., 2018). However, these tools were never designed for use by 
globally distributed teams as is now typical. Furthermore, Janelia’s change 
in scientific leadership, together with an accompanying shift in research 
direction away from large-scale connectomics, means that these tools  
are now essentially in maintenance mode. Neuroglancer is an efficient  
web application specialised for data visualisation and exploration, 
developed by Google Research. It has been customised by the Seung lab 
at Princeton to enable efficient distributed proofreading. This has worked 
effectively for a wide range of end users working on the FlyWire dataset. 
However, it has no direct support for coordinated proofreading – for 
example, for a queue of centralised tasks containing locations of possible 
errors to review. This is an area where efficiencies seem very possible 
(webKnossos: Boergens et al., 2017; e.g. NeuVue: Xenes et al., 2022). 
Nevertheless, further development work will be required to combine the 
most effective aspects of these different tools into a single modern 
application. An improved user interface would also need to be combined 
with analysis methods that can identify locations needing attention.

Although proofreading is currently essential for good-quality connectomes, 
some of our interviewees questioned whether this would ever be  
practical for a mouse connectome. In this view, the feasibility of a mouse 
connectome depends not on reducing the amount of proofreading but on 
completely eliminating it. While there is promising research into (semi-)
automated quality control (e.g. Dorkenwald et al., 2022a; Schmidt et al., 
2022), it will require intensive research to reach a ~zero-proofreading state. 
It may be noteworthy that authors for both the MICrONS and H01 datasets 
commented that the principal segmentation errors that still needed fixing 
were associated with image artefacts (Popovych et al., 2022; Shapson-
Coe et al., 2021). Reaching zero proofreading will probably depend on  
very high-quality input data and/or training machine-learning models about 
the causes and consequences of different image artefacts.

Gap analysis
• Proofreading is the bottleneck and the most resource-intensive stage, 

so it must be reduced as much as possible. This is likely to require 
significant optimisation of all the steps leading to image segmentation.

• It will be necessary to develop improved error metrics and decide what 
errors are an acceptable trade off between the amount of human effort 
and the resultant cost.

• Error metrics should be informed by a quantitative understanding of 
connectome variability, for which limited data are currently available. 
This need is particularly critical in mammalian connectomes.

• With today’s technology, proofreading is still needed to correct  
errors in the segmentation. It is not clear when a goal of zero 
proofreading could be achieved.

• Distributed proofreading teams will increase capacity, as well as provide 
opportunities for the research community to contribute to the effort.

• As the quality of automated segmentation goes up, it is likely that 
proofreading tasks will become more complex.

• Contracted (non-scientist) proofreaders will continue to need  
in-depth training and supervision to be effective.
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• Citizen science (CS) strategies could contribute to a long tail of 
proofreading, but they require very active management. However,  
CS projects can increase public understanding of science and may fit 
with Wellcome’s goals. Nevertheless, developing CS projects requires 
specific resources (software, management, professional proofreaders 
for support/training), and might need different proofreading tools.

Recommendations
All these are [SML] unless noted:

• There is definitely scope to improve the efficiency of current 
proofreading software by funding further development. Even gains  
of 2x (which seem easily achievable) would have a major impact, 
whether for proofreading a whole mouse connectome or developing 
improved ground truth. [S]

• Ensure that tools can support distributed instead of centralised 
proofreading, including in low-resource settings. [S]

• Further investment could help with identification of problem areas  
and developing solutions for a seamless user interface appropriate  
for correcting different kinds of errors.

• Infrastructure supporting proofreading needs to be able to cope  
with large-scale, real-time changes and queries, and have robust  
links to annotation.

• There was consensus that, ideally, any lab should be able to participate 
in proofreading – i.e. a distributed approach (see also Sections 3 and 5) 
– but this would require discussion and investment in how consistency 
in quality can be maintained, how to ensure effective communication 
and how training would be given. A community management strategy 
and team would need to be resourced for some centralised quality 
control to ensure standards, consistency and continued progress.

4.7 Dissemination, annotation and analysis

Current state of the art
In Section 4.3 we already discussed that planning for data sharing  
must start at the beginning of a project and be integrated with the  
whole data-processing pipeline.

Connectomics data is heterogeneous, complex and large, which makes 
dissemination non-trivial. It includes image volumes, neuron morphologies 
(as skeletons or surface meshes), segmentation of neurites, synapses and 
other ultrastructural features, connectivity data (adjacency matrices or 
edge lists). In the past, small, sparsely annotated datasets have often been 
shared as supplemental files available for download directly through the 
publisher’s website (Bates et al., 2020; Eichler et al., 2017). With larger 
datasets, however, this quickly becomes impractical. Instead, the data  
are typically made available on the web. This can be done statically by 
providing files for download or interactively via browser-based web 
applications. Static download is most suitable for smaller files such as 
summary spreadsheets or datasets that must be downloaded in their 
entirety to be useful, e.g. a dump to be ingested into a database system  
to be run locally. Suitable locations include standard repositories such  
as Zenodo, Figshare and Dryad. However, these general purpose data-
sharing options do not allow interactive data exploration and may not be 
able to handle very large data such as the raw images.
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Given the heterogeneous nature of connectomics data and the fact that 
most users are interested in exploring only parts of the dataset, specialised 
applications that allow selective, interactive, multiresolution data viewing, 
in the style of Google Maps, have become key. Although some software 
(e.g. Knossos) is available as a downloaded application, the three most 
widely used for connectomics data are CATMAID, Neuroglancer and 
webKnossos (see Appendix B), all web browser-based applications. 
These need only a modest computer, a browser and an internet 
connection to run. CATMAID was initially developed for tracing and 
analysis of the Drosophila larval connectome (Schneider-Mizell et al., 
2016); it is a rich and powerful tool for viewing and analysing connectome 
data. However, it started life as a skeleton-based tracing tool and  
it has rather limited support for proofreading based on volumetric 
autosegmentation which is now the state of the art in connectomics.  
In contrast, Neuroglancer and its variants are outstanding in displaying 
mesh, 3D segmentation and chunked image data, with effective level-of-
detail optimisations. However, Neuroglancer has limited search ability, 
almost no built-in annotation options and no analysis functionality.  
There have been some initial attempts to use Neuroglancer as a viewer, 
embedded within a web application that allows annotations, but these 
have not reached maturity. webKnossos (initially developed at the Max 
Planck Institute for Brain Research and now developed by Scalable Minds) 
provides dataset storage and organisation that enables rapid control of  
the dataset library, allows for multiuser dataset exploration and annotation, 
and contains an embedded task-management system offering a direct 
management dashboard for distributed tracing tasks.

One example of state-of-the-art dissemination is the datasets produced  
as part of the MICrONs project (e.g. MICrONS Consortium et al., 2021). 
Here, a dedicated website allows users to explore and download (parts of) 
the data (Table 2). Importantly, new versions are released as proofreading 
efforts continue. Expert access is provided via the CAVE (Connectome 
Annotation Versioning Engine) service and a Python client (see Appendix 
B). The Drosophila hemibrain dataset was also released with an interactive 
web platform, neuPrint (Table 2). This allows efficient exploration of the 
data, querying neurons by name or connectivity. More sophisticated 
analysis is available via command-line tools.

The Janelia FlyEM team and collaborators use neuPrint for connectome 
analysis while proofreading is in progress. This provides many opportunities 
to identify problems by irregularities in connectivity. Similarly, the FlyWire 
and MICrONS teams use their CAVEclient for this purpose. This means  
that ongoing analysis and curation use the same system and will support 
analysis by end users after data release. This ensures the robustness of the 
system and also allows for more flexibility about when data can be released. 
There is a virtuous circle between proofreading, annotation and analysis. 
Ideally this can be exploited both before and after data release.

In addition to dataset- or project-specific sites, there are a number of 
repositories that either curate lists of available datasets or host the data 
themselves (Table 2).
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Table 2: Some of the websites disseminating connectomics data 

Name URL Description

BossDB https://bossdb.org/
Open-data repository for various 
connectomics datasets. 

NEURODATA https://neurodata.io/
Repository collecting various 
connectomics datasets and tools.

NeuroMorpho https://neuromorpho.org
Repository for neuron morphologies 
across species and modalities.

neuPrint https://neuprint.janelia.org
Data-exploration website for various 
Drosophila connectomes.

mapzebrain https://mapzebrain.org/home
Zebrafish data, including an imaged 
and segmented larval brain.

MICrONS https://www.microns-explorer.org/
Project page for the MICrONS 
datasets.

Virtual Fly Brain https://catmaid.virtualflybrain.org/

Hosts interactive CATMAID browser 
for larval and adult datasets. Virtual 
Fly Brain also integrates connectomic 
data and the published literature.

webKnossos https://webknossos.org

Web-based exploration/annotation/
proofreading tool for connectomics 
data. Also hosts various published 
datasets.

Gap analysis
• Interviewees agreed that data should be released to the community, 

sooner rather than later, but detailed advice varied: some argued it 
should be from acquisition, others that later stages were sufficient.

• In some contrast with genome sequencing, for connectomics there  
is a significant delay between initial data acquisition and outputs that 
are useful for end users. In detail:

-   EM greyscale data, even after alignment, is of relatively little  
use to most end users. It is only after segmentation that the  
value increases. Note however that for the development of 
segmentation methods, release of the aligned EM greyscale  
data is essential.

-   The next stage might be when neurons (or neuron fragments) can 
be queried by connectivity to a starting object, and eventually 
when these queries can either search for or return annotations 
about cell types.

-   And beyond that, an annotated connectome is the most  
useful one to release for exploration and use of the data  
by neuroscientists, computer scientists and theorists.

https://bossdb.org/
https://neurodata.io/
https://neuromorpho.org
https://neuprint.janelia.org
https://mapzebrain.org/home
https://www.microns-explorer.org/
https://catmaid.virtualflybrain.org/
https://webknossos.org
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• The utility of a connectome to the wider community depends strongly 
on the amount of annotation available when released. For example,  
it is difficult for humans to explore a dataset in which neurons are 
identified solely by numeric identifiers. Annotations such as cell type, 
other anatomical features or broader groupings of neurons are all  
useful to end users.

• There is no general purpose web tool for viewing and detailed analysis 
of today’s connectome data.

-   CATMAID has strong exploration, annotation and analysis 
capabilities, but is specialised for skeleton data rather than  
the volumetric data that represents the current state of the art.

-   Neuroglancer has a very high-performance display of neuronal 
meshes, but limited data-exploration capabilities and essentially 
no capacity for annotation or analysis.

-   Developing efficient front ends for connectomics web 
applications appears to be a limiting factor at the moment, 
perhaps because the relevant software engineers have more 
lucrative options in the private sector.

• Proofreading, annotation and analysis feed off each other, and any 
infrastructure will need to take this into account (local or centralised).

Recommendations
All these are [SML] unless noted:

• Dissemination should use a centralised release infrastructure that is 
linked to proofreading and annotation (whether local or distributed).

• Sequential versioned releases were strongly recommended by 
interviewees (compare assemblies of the Human Genome Project).

• Semi-automated annotation of neurons could be used to improve 
segmentation and proofreading performance (Motta et al., 2019b). 
Funding development and validation of tools to create such annotations 
is likely to have a good return on investment. Possible starting points 
include Dorkenwald et al. (2022a) and Schubert et al. (2019).

• Labs that are specialists in a particular brain area may be best  
placed to identify and annotate cell types, but this will require a 
distributed approach to annotation, which is complex to coordinate  
and for which there is currently no good software solution. Attribution 
would be particularly important for a distributed strategy, including 
low-resource labs.

• If a centralised approach to annotation is taken, neuroanatomy 
specialists will be needed within the connectome teams.  
They could still work in collaboration with external labs.

• Linking the connectome to other data in the literature and beyond  
is vital. Possible models include the Ensembl genome portal  
(https://www.ensembl.org/) and the Virtual Fly Brain project  
(http://www.virtualflybrain.org/). [ML]

-   Ongoing support for appropriate online data-integration resources 
targeted at mammalian connectomics would be essential.

https://www.ensembl.org/
http://www.virtualflybrain.org/
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5.  Specific issues for low-  
and middle-income countries

Connectomics data acquisition is resource-intensive, but this does not 
mean that connectomics cannot be inclusive. In particular, a finished 
connectome (revealing which neurons are connected without any further 
work) can level the playing field by removing the upfront cost of huge 
amounts of experimental circuit-mapping work. Furthermore, as noted 
earlier in this report, data in digital form should be accessible from around 
the world by anyone with a computer and an idea. Later stages in the 
pipeline, such as proofreading (if necessary), annotation and analysis, 
should be globally accessible. Earlier computational steps can also  
be made accessible if computer resources are provided to eligible 
researchers. We recommend that the needs and opportunities of 
researchers from low- and middle-income countries (LMICs) should  
be considered explicitly as we scale up connectomics, including in  
pipeline design, global hubs, collaboration culture and training.

LMICs face a wide range of challenges to equitable participation in 
research. Using the World Bank definitions (https://data.worldbank.org/
country/XO) there are 136 such countries, ranging from countries with 
prestigious scientific centres of excellence (e.g. China, India, Argentina) to 
the poorest countries in the world. So one-size-fits-all recommendations 
are not possible, and our only further firm recommendation in this area  
is that it is vital to begin by consulting with scientists in LMIC countries 
before taking action.

With this proviso clearly stated, we offer the following ideas,  
based on expert interviews, as a catalyst for discussion:

• Identify globally distributed ‘connectomics champions’  
who can be engaged to advise on what their colleagues want.

• Lower the barrier for global contributions to automatic segmentation 
and manual proofreading of connectomes (see also Sections 4.5  
and 4.6).

-   For example, in the area of segmentation, providing shared 
compute infrastructure for a segmentation competition  
could allow scientists in lower resource settings to test and 
demonstrate their ideas.

-   If successful, this could provide a starting point for ongoing 
support of such a platform e.g. to assist with the generation  
of connectomes of interest to LMIC countries.

-   Related to this, LMICs could be involved at an early stage in 
collaborative proofreading to improve the ground truth for 
mammalian connectome datasets. Initiatives such as the 
CIRCUIT programme at Johns Hopkins that have been  
developed to engage underserved communities in the US  
could be a useful starting point (Johns Hopkins Applied  
Physics Laboratory, 2022; Kerrigan, 2022).

https://data.worldbank.org/country/XO
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• Initial discussion during the interview process with scientists based in 
LMICs indicates that scale-up of proofreading could be of significant 
interest if developed in tandem with training opportunities, technical 
infrastructure for connectomics and full project participation.

• Develop fellowship/training programmes hosted jointly between a 
global ‘connectomics hub’ and a home institution (e.g. 2 + 2-year 
travel/return) (see also Section 3).

• Run workshops on connectome analysis for finished connectomes, 
including the use of connectomes in computational neuroscience.

• Develop a local imaging centre suitable for ‘integrative connectomics’ 
imaging at the 1–20 mm³ scale (as opposed to the whole-brain  
500 mm³ scale).

• Also use this to image small brains of economic/medical interest in 
LMIC, e.g. insect disease vectors such as Anopheles stephensi or 
pollinators like Apis mellifera or Apis dorsata (see also Section 3).

• Develop regional hub relationship (e.g. across India/Singapore/ 
Korea/Japan) if one country were ready to fund a whole-brain  
connectomics centre.
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6.  Integrative connectomics: 
adding function to structure

Figure 14: Example of integrative connectomics  
Physiological, molecular or other properties are collected and combined with a structural  
map of the same subregion using correlative multimodal imaging (CMI). The structural map 
(based on EM or perhaps XRM imaging) provides a connectome of that subregion. CMI alone 
will provide structure-function insights that are relevant to the study of how neuronal circuits 
operate. However, further insights can be reached if multiple maps of different specimens  
can be cross-integrated. To begin the process of integrating data across specimens, this 
multimodal map should be physically aligned onto the reference whole-brain connectome  
by 3D registration. It is the anatomical information contained within the regional connectome 
(both cell morphology and connectivity) that allows these two datasets from different animals 
to be fully integrated by cell type matching. Sophisticated CMI approaches have already  
been demonstrated in the mouse, although there is plenty of room for development. However, 
the second step, integrating across specimens, is not yet well characterised, although well-
established in invertebrates.
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There was a clear consensus from our interviews that the aim of the first 
mouse brain connectome should be to map the structural wiring diagram 
by tracing all neurons in the volume and identifying connected partners  
at each synapse. This will have huge intrinsic value. However, there is 
enormous added value when additional information such as molecular 
identity and neuronal activity are merged with the structural insights 
carried by the connectome. We refer to this process as integrative 
connectomics (Figure 14), which encompasses two main challenges:  
the overlay of rich multimodality datasets collected from within a single 
specimen (Section 6.1), and the merging of rich multimodality datasets 
collected from multiple specimens (Section 6.2). The effort to overcome 
these challenges in connectomics will benefit from advances being made 
in other research fields that depend on multiscale multimodal imaging of 
biological soft tissues at different scales, and could extend to integration 
of insights from preclinical and clinical imaging modalities (Section 6.3).

In this section of the report, we explore these different approaches  
to integrative connectomics, acknowledging that each approach will 
independently add value to the structural whole mouse brain connectome, 
and in combination they could deliver transformative insights into the 
function of neural circuits in health and disease states. Their success 
depends, however, on a number of significant unsolved challenges, 
 and so these integrative workflows should be developed in parallel  
with the effort to deliver the first mouse brain connectome.

6.1  Overlaying data within one specimen: 
correlative multimodal imaging

Correlative multimodal imaging (CMI) is an area of intense interest in the 
biosciences that involves imaging a single specimen with multiple imaging 
modalities so that the information obtained can be related across imaging 
modalities. CMI approaches thereby allow interrogation of scales not 
accessible using a single microscope modality, such as the wiring and 
physiological properties of a specific neuronal circuit. There are two main 
applications of CMI approaches:

1  A ‘bridging use’: CMI for locating a region of interest (ROI) within  
a larger sample and imaging that limited volume at high resolution. 
This enables the same sample to be imaged sequentially in  
different imaging modalities, to combine the benefits of contextual 
information at low resolution in large samples (e.g. blood vessels) 
with mid-resolution features (e.g. cell bodies) and high-resolution 
structures of interest (e.g. organelles, membranes). CMI is thus a 
way of minimising the time required to image large tissue volumes  
at high resolution, by selecting and tracing small ROIs within the 
volume for high-resolution imaging. Looked at another way, bridging 
CMI increases the imaging speed by sacrificing high-resolution 
information outside of the ROIs.
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2  A ‘contextual use’: CMI for attribution of orthogonal information to 
ultrastructural features. Contextual CMI can map information about 
the localisation of molecules, elements and transcriptomes into the 
three-dimensional ultrastructure of cells and tissues. In doing so, 
contextual CMI can confirm cell and organelle state and identity  
in a way that cannot currently be unequivocally determined by 
ultrastructure alone: e.g. by revealing which organelles are involved 
in molecular biogenesis and degradation, signalling, regulation and 
communication, or which neurons have exhibited specific activity 
profiles previously during an experiment interrogating the same 
sample in vivo. Contextual CMI depends on conserved landmarks 
across the imaging modalities used (light, X-ray, electron, ion and 
spatial elemental analysis imaging systems, to name a few). For 
neuroscience applications, those probes might target proteins  
(e.g. connexins, neurotransmitters, pathogenic oligomers such  
as Tau and α-synuclein), chemicals (e.g. drugs, toxins), signalling 
indicators (calcium, membrane potential), or metabolites (reactive 
oxygen species, oxygen consumption, glucose). Therefore, this 
approach could become a gold standard for extracting structure-
function signatures within a sample for systems neuroscience 
research (e.g. relating the connectome to the tuning properties of 
the neurons embedded in it). Good probes are essential, and should 
ideally be multimodal, small, provide high signal-to-noise and  
low off-target background labelling, easily multiplexed for dense 
labelling and non-toxic. Overlay of datasets from different imaging 
modalities with different contrast regimes and different resolutions is 
particularly challenging and requires dedicated development effort.

Using contextual CMI techniques for the whole mouse brain will require 
significant advances in all aspects of the correlative pipeline, including:

• Probes for functional brain markers compatible with CMI techniques, 
including genetically encoded fluorescent protein tags and antibodies, 
fluorescent dyes, photoconvertible dyes that can be directly detected in 
electron and X-ray microscopes, RNA probes and stable isotope labels.

• CMI probes that can be (massively) multiplexed to assign functions 
across multiple features simultaneously.

• Protocols for expressing genetically encoded CMI probes in the brain 
without disrupting normal molecular localisation and function.

• Protocols for labelling the full volume of the brain with antibodies and 
dyes without disrupting the ultrastructure of the sample with detergents 
or solvents (non-permeabilisation techniques).

• A strategy for imaging through the whole intact mouse brain  
volume (without using clearing protocols that extract lipids from  
cell membranes and are therefore incompatible with preservation of 
morphology) using fluorescence microscopy, which is currently limited 
to an imaging depth of ~100 µm (for confocal) or ~500 µm (2-photon)  
or ~1,000 µm (3-photon) due to scattering of light in the tissue.
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The main features in the brain that might benefit from localisation of 
molecular, electrical and chemical labels to understand function are cell 
nuclei (~5–15 µm), synaptic boutons (2–5 µm), neurites (0.1–10 µm), 
synaptic vesicles (~10 nm) and synapses (~20–40 nm). The required 
accuracy of a CMI approach is defined by the spatial density of the 
targeted feature: when the goal is identifying neurons previously imaged  
in vivo, this would often become the distance between any two adjacent 
cell bodies. This distance will be similar to the diameter of a cell body if 
their distribution is compact (e.g. in granular layers), but can be coarser 
where their distribution is sparser (e.g. in molecular or plexiform layers). 
For identifying specific synapses, a determining factor will be the spatial 
density of synaptic contacts (~1 synapse/µm in the mouse cortex (Kasthuri 
et al., 2015; Merchán-Pérez et al., 2014)). Therefore, the CMI technique 
should be able to deliver a localisation precision of at least 10 µm for 
localisation of nuclei, 250 nm for localisation of synapses, and <50 nm  
to localise specific synaptic vesicles.

The former is feasible now using correlative light, X-ray and electron 
microscopy. The firing pattern of the neurons contained in a ~1 mm³ 
volume can be recorded in vivo with multiphoton microscopy, alongside 
their spatial distribution in relation to the fluorescently labelled blood 
vessel network. The ROI can then be dissected, stained and imaged using 
hard X-rays to relocate the position of all blood vessels with a contrast 
regime more similar to vEM. The blood vessel pattern then becomes a 
conserved landmark that allows correlation of the two datasets and 
retrieval of the positions of the neurons recorded in vivo in the resin-
embedded sample, enabling targeted trimming and imaging with vEM. 
While this is only one approach to track and image biological features  
of a similar size and density to cell bodies, it serves as an example to 
showcase its logic and scalability for the whole mouse brain. Limitations 
might arise in recording neural activity across volumes >1 mm³ with 
single-cell spatial resolution and sufficient temporal resolution to resolve 
action potentials. While advances in probes and in vivo multiphoton 
imaging are expected to expand the accessible brain volume, relevant 
insights will be obtained by combining regional in vivo physiological insight 
with whole-brain readout of the connectome.

For the latter, CMI approaches are likely to leverage probe detection in the 
electron microscope. For example, specific synaptic vesicle populations, 
identified according to in vivo activity patterns, could then be relocated in  
the connectome using genetically encoded horseradish peroxidase tags, 
which can be photo- or chemically converted into an electron-dense reaction 
product visible in the electron microscope (Atasoy et al., 2014; Simon et al., 
2021), or specific cells or cell populations could be tagged and mapped  
onto the connectome using genetically encoded tags targeting specific 
organelles (Martell et al., 2012; Rhee et al., 2013; Zhang et al., 2019).  
The CMI techniques that have delivered the highest resolution correlations  
to date are based on ‘in-resin fluorescence’ and ‘on-section labelling’ 
techniques, which have reached ~50–80 nm lateral localisation accuracy  
on ~100 nm-thick sections (Simhal et al., 2018). High-resolution correlation 
through volumes beyond 100 nm could be achieved by labelling serial 
sections in a process called ‘correlative array tomography’ (CAT). However, 
CAT imaging strategies to date have either been proof of principle studies  
on low numbers of sections (<100), or imaging of sparsely labelled sections 
through a volume. Scale-up of at least four orders of magnitude would be 
required to deliver any CMI pipeline through the whole mouse brain.
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6.2  Integrating data across specimens: 
comparative connectomics and beyond

The ultimate goal of systems neuroscience is to understand how the  
brain works. This aim implicitly expresses a will to refer the findings  
of any experiment to the expected outcomes of a reference system.  
There is therefore great value not only in acquiring the microcircuitry in  
one brain connectome (see Section 2.1), but also in understanding how 
connectomes of different individuals compare to each other, what features 
are consistent and what features stay the same (see also Sections 7.1  
and 7.2).

There are multiple ways of integrating insights across specimens,  
each with particular advantages and challenges. A first level involving  
only connectomics data would involve extraction of meaningful  
differences between connectomes representing different experimental 
groups (of distinct e.g. developmental stage, health status or species).  
This approach is commonly termed comparative connectomics and has 
already delivered insights into developmental changes in the connectome 
of the somatosensory region of the mouse cortex (Gour et al., 2021), 
differences between the mouse and human cortices (Loomba et al., 2022), 
and evolutionary cues through comparison of the connectomes of different 
Drosophilids (Roberts et al., 2022).

A second level would reside in mapping neurons across individuals using 
single neurons or, more commonly, cell types – a set of neurons defined  
by morphology and sometimes connectivity that can be recognised  
across individuals. The added value of this approach has been clearly 
demonstrated in the ability to link molecular genetic experimental work 
in the lab to the C. elegans and D. melanogaster connectomes. However, 
this tour de force requires approaches to cross-identify neurons across 
individuals; in the mouse, this will likely involve an extended period of 
optimising cell type definitions as more connectomics data become 
available, alongside an array of other cell typing techniques (Zeng and 
Sanes, 2017).

In the worm, this has been resolved by identifying individual neurons by 
their shape and the position of their soma. Since the number of neurons is 
low (302 in the hermaphrodite) and invariant, experts could do this by hand 
without special software assistance. Over time, this has been used to build 
a complete mapping of molecular identity to neurons in the connectome.  
A recent example of a tool that can make this more efficient and accessible 
is the NeuroPAL multicolour labelling system, which in combination with 
associated software allows each neuron in a live worm to be recognised by 
the colour and position of the cell nucleus (Yemini et al., 2021). We think it  
is fair to say that integrative connectomics is a solved problem in the worm.
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In the adult fly, the situation is still more complex although rapid progress 
is being made. The number of cells and cell types is much higher: about 
150,000 neurons across the central nervous system and likely around 
10,000 cell types (Galili et al., 2022). Furthermore, the number of cells per 
cell type varies within and across animals; although whole-brain statistics 
are not yet available, initial analysis indicates cell number variation occurs 
in about 20% of cell types per brain hemisphere (Schlegel et al., 2021). 
There are effective strategies to integrate molecular information with cell 
types identified in the connectome (Bates et al., 2019). These depend on 
the use of highly selective genetic driver lines, 3D alignment of different 
brains with high spatial accuracy (in the order of 3 µm) followed by cross-
identification of stereotypical cell morphology aided by computational 
tools such as NBLAST (Costa et al., 2016). This means that, in theory,  
the problem of cross-identifying cell types – and therefore by extension  
the fundamental problem of integrative connectomics – appears largely 
solved in the fly. However, in practice the great majority of connectomics 
cell types have not been cross-identified. Furthermore, there are actually 
fundamental questions remaining about just how variable cell type  
number and connectivity are across the whole brain or what fraction of the 
5,600 cell types identified in the first large, dense connectome in the fly 
(the hemibrain) will actually be robustly identifiable across individuals. This 
is an active area of research, and the first complete brain connectomes for 
the larva (Winding et al., 2022) and for the adult brain (expected 2023) will 
provide important data that may help to define both analytic tools and an 
intellectual framework that is helpful for vertebrate connectomics.

Altogether, this second level of comparative connectomics in the worm 
and the fly (or ‘truly’ integrative connectomics) depends on cross-
identifying cell types across datasets through morphology. In the worm  
it is possible to do this without any special tooling, but in the fly the 
assistance of precise 3D alignment of EM and light-level datasets is 
important. Recently, co-registration has been taken to its logical extension 
in the ragworm Platynereis: the highly stereotyped position of individually 
identifiable cell bodies allowed direct fusion of gene expression data onto 
an EM volume (Vergara et al., 2021). In some areas of the mouse brain  
(e.g. the retina) we know that morphological information is sufficient to 
define functional cell types (Seung and Sümbül, 2014; Zeng and Sanes, 
2017). However, in most areas this is very much a work in progress (Peng 
et al., 2021) that will interact with large-scale molecular cell typing (Yao et 
al., 2021).
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Can integrative connectomics also work in the mouse  
by cross identifying cell types? What techniques will be 
necessary to do this?
Although we discussed strategies for integrative connectomics in the 
mouse with some interviewees, this did not seem to be an area where 
there was a strong consensus. Rather, this feels like a major knowledge 
gap at present. Part of the problem lies in the scientific discourse about 
cell types, which is somewhat contentious. Cell types are shorthand for 
groups of cells with conserved properties that can be identified across 
individuals (Zeng and Sanes, 2017). Identifying these conserved groups 
across individuals will be key to maximising the impact of mammalian 
connectomics. But they can be defined by many different methods and 
with many different levels of precision (Zeng, 2022). For connectomics,  
we will initially only have anatomical definitions of cell type based on 
morphology or connectivity. The challenge is to see how these are linked 
to molecular and functional definitions. Patch-seq is one method that can 
help: neurons are recorded by whole-cell patch clamp in a brain slice, 
electrophysiologically characterised and then filled with a fluorescent 
marker so that the dendritic and proximal axonal morphology can be 
recovered. Patch-seq can link molecular and morphological cell type 
definitions (Gouwens et al., 2020), but so far has not yielded morphological 
signatures for the finest subdivisions of molecular typing. This may be 
because Patch-seq data do not include connectivity information. In the fly 
there are actually a minority of cases (<10%) where reproducible cell types 
can only efficiently be inferred based on distinctive patterns of connectivity 
in addition to morphology (Scheffer et al., 2020; Schlegel et al., 2021).  
It may well be that connectivity information is much more important, 
perhaps essential, for fine-scale typing in the mouse.

We can try to draw out the significance of these points for integrative 
connectomics by considering a specific and much-studied example: 
orientation tuning in the visual cortex. A cubic millimetre dataset of mouse 
visual cortex has already been recovered together with calcium-imaging 
data (MICrONS Consortium et al., 2021). It is certainly possible to identify 
many discrete anatomical cell types such as excitatory pyramidal cells  
of different cortical layers and specific inhibitory interneurons such as 
chandelier cells; this level of cell typing is already hugely informative.  
But is it possible to identify cells with distinct orientation tuning from  
the connectome alone? In a smaller volume (0.03 mm³) that has already 
been analysed, cells with the same orientation selectivity had statistically 
distinct connectivity signatures at the population level (Turner et al., 2022). 
But whether it is possible to go in the opposite direction, i.e. to predict a 
functional property from the connectome and to do so on a cell-by-cell 
basis, is not yet clear. Furthermore, we would like to know the absolute 
nature of this orientation tuning (which way is up): we imagine that it could 
be inferred from a whole-brain connectome containing all visual pathways 
from the retina, but we do not know; how small a connectome would 
suffice is still exceedingly hard to predict.



75  |  Scaling up connectomics: the road to a whole mouse brain connectome 

There is a huge literature on the identification of mammalian cell types  
by morphology alone, as well as linking these to molecular properties 
(BRAIN Initiative Cell Census Network (BICCN), 2021; Muñoz-Castañeda 
et al., 2021; Wheeler et al., 2015). All of these cell types will be 
distinguishable within connectome data so long as the volume is large 
enough – cubic-millimetre-scale datasets should suffice in most cases 
(MICrONS Consortium et al., 2021; Shapson-Coe et al., 2021). So the 
answer to our earlier question is clear: yes, integrative connectomics can 
work in the mouse by cross identifying cell types. But the question is,  
at what resolution? To resolve the finest-scale molecular or functional  
cell types, we can see three possible scenarios:

1  Functional cell types cannot be identified from connectome data  
in any meaningful way outside of peripheral areas of the brain.

2  Cell types can be identified so long as both local connectivity  
and morphology information are available.

3  As in the worm/fly, cell types can be uniquely identified by morphology.

If situation 1 is generally the case, then full success of integrative 
connectomics would depend on having a very large volume, perhaps  
even a whole-brain connectome, for every study. Besides the orientation-
tuning data already mentioned (Turner et al., 2022) there is already some 
impressive evidence to suggest this is not the case (Economo et al., 2018; 
O’Toole et al., 2022), but this is far from exhaustive. At this point scenario  
2 appears most likely; but lack of data means there is not yet a clear 
consensus in the field. Scenario 2 would mean that, for integrative 
connectomics to be most effective in the mouse, the target should be 
correlative imaging of connectomes in the scale of 1–20 cubic millimetres; 
these datasets would contain both extensive connectivity information as 
well as the desired molecular and functional characterisation. Note also 
that the extent to which scenario 3 is the case would impact the outcome 
of studies that use correlative imaging to recover dense neuronal 
morphology without connectivity. For example, functional imaging  
could be combined with high-resolution synchrotron X-ray techniques  
to reveal the morphology of every neuron in a volume.

We therefore recommend developing the technological basis for correlative 
multimodal imaging on the cubic millimetre scale (Section 6.1) and 
developing efficient methods to identify cell types within mammalian 
connectomics datasets. But crucially, we also recommend research into 
these fundamental issues of cell and circuit variability using connectomics 
approaches. This is an area where working on smaller mammals or other 
vertebrates could be highly complementary to work on subvolumes of the 
mouse brain (Barsotti et al., 2021).
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For the mouse brain, we feel the future of integrative connectomics in  
the next 10–15 years is through targeted subvolumes. But the pipeline for 
delivering whole-brain connectomes should be designed from the start to 
be efficient, reproducible and scalable, so that acquisition of subsequent 
mouse brain connectomes will become faster and cheaper, much as 
technology pipeline improvements following the sequencing of the first 
human genome are now delivering a human genome sequence in just  
over five hours (Gorzynski et al., 2022). Faster delivery of connectomes  
will enable comparative connectomics by generating sufficient sample 
numbers to extract information from the comparison across multiple 
individuals. Topics may include:

• compare different sexes and genotypes

• compare individuals in a population

• identify patterns of learned and stochastic variation (Motta et al., 2019a)

• identify the statistical rules of the connectome based on variation  
within and across mammalian species (Loomba et al., 2022)

• compare individuals with different behaviours, including neurological/
neuropsychiatric disease models.

As noted, some initial connectomics investigations of these issues already 
exist, but whole-brain connectomics will enable new and much more 
far-reaching conclusions.

6.3  Incorporating preclinical and clinical  
imaging modalities

Organ-resolving imaging modalities can eventually also be integrated in 
CMI approaches following a similar logic to the one described above 
(Walter et al., 2021a, 2021b). These modalities include non-invasive 
imaging techniques commonly used in clinical frameworks, such as CT 
(computerised tomography), MRI (magnetic resonance imaging ) or PET 
(positron emission tomography). Doing so would increase the range of 
techniques available for designing CMI approaches in connectomics 
frameworks and enable a synergistic development of both clinical and 
basic research approaches.
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6.4 Recommendations
All these are [SML]:

• Fund research to better understand the nature of neuronal cell type 
variability, as revealed by connectomics across vertebrate and 
mammalian brains. This will contribute both to a better understanding 
of the logic of defining cell types as well as informing the practical 
requirements for integrative connectomics.

-  As this is an important intellectual and practical issue, we believe 
that it should be an early priority and will likely therefore need 
to be addressed by imaging large parts or the whole of multiple 
smaller brains in addition to favourable subvolumes in the  
mouse (which might include sensory regions such as the retina, 
subcortical structures or e.g. spinal cord).

-  This work could interact powerfully with efforts such as the 
BRAIN Initiative Cell Census Network (BICCN, https://biccn.org/) 
and Human Cell Atlas (HCA, https://www.humancellatlas.org/), 
and coordination, including at funder level, is recommended.

• Plan for and invest in infrastructure to allow individual labs to 
image/segment smaller volumes that have been physiologically 
or molecularly characterised.

- These might use the infrastructure/technology that was 
used for stepping-stone volumes, which may well be different 
(e.g. cheaper/more robust) than whole-brain technology.

• Develop a call for proof of principle CMI pipelines capable of localising 
molecular, electrical and chemical signatures to ultrastructure in small 
cubes of mouse brain. 

- The challenge should be set so that it goes beyond current CMI 
capabilities in terms of overlay accuracy, resolution and volume. 
The pipelines should have the potential to scale to a volume of 
1 cm³. Two CMI targets could be considered: a localisation 
accuracy of 15 µm through a volume of 1 mm³ for labelling 
neuronal soma; and a localisation accuracy of 50 nm 
through a volume of 100 µm³ for labelling synaptic vesicles 
in synaptic boutons. Probe labelling strategies could be dense 
(i.e. continuous labelling through the volume), or sparse, as long 
as all features are captured by the sampling strategy.

https://biccn.org/
https://www.humancellatlas.org/
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7. Extended impact  

7.1  Neuroscience: from the mouse connectome  
to connectopathies

In essence, the mouse brain connectomics challenge represents one 
particular application of a broader discipline – that of studying tissue 
architecture across many cubic millimetres with full ultrastructural detail. 
This imaging and analysis capacity is likely to result in a revolution  
in the study of histology and anatomy across scales. There are many 
applications of this technology beyond the normal mouse connectome  
and we now give a few examples.

First there are many cell types within the brain besides the neurons 
themselves that are critical to brain function. These include the classical 
glia and the brain’s resident immune cells, the microglia. There is a huge 
amount of new biology in this area, with many links to disease processes 
as well as normal brain function. Within the mouse there will be many 
additional areas to target including the spinal cord and the peripheral 
nervous system including the enteric nervous system – so called brain-
body interactions are a very active area of current research.

The opportunity to compare brain connectomes from different individuals 
will also bring many opportunities. Comparative connectomics therefore 
may cover multiple flavours of knowledge depending on the nature of the 
other connectomes – raising awareness of inter-individual variability when 
comparing within cohorts of individuals, or reporting variability across 
species, developmental stages or health status when configuring the 
experiments accordingly. 

Specifically, while the prospects for whole-brain human connectomics at 
synaptic resolution still seem remote, there is much that would be possible 
based on the technology and insight generated by a mouse connectome. 
The cubic millimetre H01 dataset provides a glimpse of this (Shapson-Coe 
et al., 2021). That particular sample was removed during surgery to resect 
an epileptic focus in a patient’s temporal lobe. The technological advances 
required for a mouse connectome would also allow patient biopsies of 
single or tens of cubic millimetres to be imaged and analysed rapidly.  
In the near term this should provide a unique opportunity for research in the 
diseased brain. It is plausible that a number of diseases may have their own 
blueprint in the multi-mm³ connectomes of such biopsies, in the form of 
specific connectivity patterns between neurons. In those situations, such 
pathologies would classify as ‘connectopathies’ and their connectomics 
signature could help in understanding disease aetiology. For example, we 
could imagine a pathway from human genomics work identifying disease-
associated genetic variants, to molecular studies revealing the expression 
locations of those genes in particular neuronal cell types, to connectomics 
work revealing circuit differences associated with those same specific  
cell types. Other possible applications in clinical neuroscience include 
examining the association of brain pathology with different circuits.  
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For example the Braak staging of Alzheimer’s disease progression (Braak 
and Braak, 1991) is suggestive of spreading of tau filaments through 
connected circuits. Large-volume connectomics together with correlative 
approaches labelling filaments could provide unique insights. Synaptic 
resolution connectomics provides a fundamentally different way to study 
the brain and connectopathies may help understand mechanistically brain 
circuit malfunctions that have a huge impact on human health.

7.2 Research questions that cross scales
Solving the mouse brain connectome challenge will deliver the tools 
required to solve questions encoded in other biological systems in which 
the volume of the sample is around 500 mm³, with features of interest that 
traverse microns or millimetres, with high-resolution features of interest at 
the 10 nm scale.

Other biological systems with a volume in the 1 cm³ range include 
invertebrate model systems, snails, marine organisms, seedlings, 
organoids, organs from small mammals and small regions of human 
organs (e.g. liver, kidney, pancreas, lung, lymph nodes, eyes, ears and gut), 
embryos, human biopsies, and tumours. Each of these systems contain 
long-range features such as: polarised structures e.g. pollen tubes, fungal 
hyphae, root hairs and ciliated epithelia; vascular systems e.g. plant, blood 
and lymph; neuron-tissue innervations in the peripheral nervous system; 
damaged and regenerating tissue structures; and cancer cell networks and 
metastases. Examples of fine features distributed through tissue volumes 
in these systems include: viruses, plasmodesmata and chloroplasts in 
seedlings; basement membrane and podocyte foot processes in glomeruli 
in healthy and pathological kidney; insulin granules in beta cells in the 
pancreas; intracellular pathogens infecting tissues in model organisms, for 
example, Mycobacterium tuberculosis in lung granulomas; the microbiome 
attached to the ciliated surface of the gut in relation to the enteric nervous 
system; and immune cell extravasation during inflammation and tumour 
cell extravasation during metastasis.

7.3  High-throughput vEM for reproducible 
research and mapping morphological variation

These are just a few examples to demonstrate the breadth of research 
areas that can be addressed with large-volume imaging of tissues at  
EM resolution. Equally important is the impact on reproducibility of  
high-throughput imaging of smaller volumes with EM resolution. vEM is 
still often used as a qualitative research tool because of the time and 
complexity involved in imaging only one sample. High-throughput methods 
would enable analysis of sample numbers orders of magnitude larger than 
is currently possible to confirm findings and to understand morphological 
variation between individuals in a population, much as the speed-up in 
genomics technology has facilitated our understanding of genetic variation 
between individuals in the population.
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7.4  Improvements in sample preparation 
protocols for tissue imaging

A new strategy for EM quality preservation, staining and embedding of 
tissue will be required for delivery of the mouse brain connectome. While 
advances in this area will inform general approaches, it is unlikely that the 
same protocol will be transferable to other tissues and model organisms of 
a similar size. This is because protocol design must consider the sample 
properties, such as composition, osmolarity, density and architecture  
of the tissue, whether there is a thick cell wall or cuticle, and how they  
will impact the diffusion and reaction of chemicals through the volume. 
Decisions must be taken on what level of preservation is needed for  
a specific biological question and which artefacts can be tolerated. This 
may be different even for different regions of the brain (e.g. those rich in 
myelinated vs non-myelinated axon bundles), let alone for other tissues 
and organisms. Even for smaller tissue volumes, there is no ‘one size fits 
all’ or consensus protocol. In addition, perfusion fixation is not always 
possible, for example, for insects, small organisms, marine organisms, 
plants and humans. Nevertheless, improvements made to sample 
preparation protocols for the mouse brain connectome could have 
significant benefits for other high-resolution imaging techniques.  
Currently, fixation of large samples for light sheet microscopy and 
histopathology often includes harsh chemicals that can induce changes  
in the ultrastructure of the sample that are effectively invisible to the end 
user but that may well cause artefacts in fluorescent label distribution and 
tissue density. As resolutions creep ever higher in light and X-ray imaging 
modalities, it will become more important to ensure that EM grade fixation 
is used to maintain near native state molecular distributions and tissue 
architecture for valid interpretation to be made.

7.5  Impact on big image data handling  
and analysis

For some time genomics has been the most data-intensive area in the 
biological sciences. But the development of high-throughput imaging 
techniques means that image volumes are increasing rapidly. The two-  
or three-dimensional nature of image content brings new computational 
challenges. But so too, does the scale of the data and in particular the 
scale of individual experiments. International genomics archives manage 
hundreds of petabytes of data, but individual studies are much smaller.  
A mouse connectome would derive from hundreds of petabytes of raw 
image data; a mouse genome even with highly redundant sequencing 
coverage and all raw data present is about five orders of magnitude 
smaller. Connectomics is now generating petascale datasets that  
are effectively too large to download in their entirety. This brings new 
challenges in enabling efficient random access to specific parts of  
the data. It also raises issues about what data-sharing practices are 
acceptable upon publication and whether and how it might be possible  
for other researchers to do analysis on raw connectome data.
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There are undoubtedly significant opportunities for mutual support and 
learning with other research communities including large-scale biological 
imaging (Hartley et al., 2022) and the physical sciences. The mouse 
connectome is comparable to some of the largest experiments in physics. 
CERN, the European Laboratory for Particle Physics, currently has  
about 600 petabytes of stored data from what are effectively four large 
experiments each with data preservation, access and re-use policies 
(opendata.cern.ch). They classify data into four levels, where level 1 data 
are released as simple supplements to a paper while level 4 includes the 
raw data about collisions collected during experiments. The CERN Open 
Data Portal currently shares about 2 petabytes of data, principally at level 
2 and 3; there is therefore no general access to raw project data. It would 
be valuable to engage deeply with these communities before collecting 
data for a whole mouse connectome.

7.6 Recommendations
• Gather thought leaders from a diverse range of life science fields  

(e.g. cell biology, developmental biology, neuroscience, infection and 
immunity, cancer research, ageing, plant biology, clinical research, 
biomaterials) to build a series of case studies that require imaging of 
large volumes (in the order of 0.5 cm³) with EM contrast and resolution 
(in the order of 10 nm). Develop the detailed requirements for probes, 
sample preparation, imaging and analysis given the research question, 
sample type and features of interest for each study. Consider whether 
these requirements are synergistic with the developments required to 
deliver the mouse brain connectome, and whether these case studies 
can be started in parallel with the mouse brain connectome. [SM]

http://opendata.cern.ch
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Conclusion

A synaptic resolution connectome of the mouse brain would have a huge 
impact on neuroscience but we are not yet ready to obtain one. When will 
we be ready to start? The answer is not clear yet for at least three reasons. 
First there is no validated sample preparation and imaging strategy 
suitable for a whole brain. As covered in Sections 4.1 and 4.2 there are 
newer sample preparation and imaging strategies that might work in 
essentially their present form with steady progress in scale-up and 
reliability. Other approaches which have already been validated at the 
cubic millimetre scale may also be competitive if specific technical 
problems, such as lossless subdivision of centimetre-scale brains to 
millimetre-scale pieces can be solved. Second, as introduced in Section 
2.2 and then detailed in Sections 4.5 and 4.6, the cost is large and 
uncertain (an estimated $7.5–$21bn) because today’s automatic 
segmentation technology still requires a huge amount of manual  
labour to produce a valid connectome. Third, there is a substantial 
interdependence between the quality of sample preparation and imaging 
and the downstream processes of image segmentation and connectome 
extraction: effectively the pipeline must be optimised end to end.

Despite these challenges, there is a great deal that can be done 
immediately to scale up connectomics with the long-term goal of a  
mouse connectome in mind. We recommend a significant investment in 
technology development, validated using a dual stepping-stone approach. 
Stepping stones would include large parts of – or complete – smaller 
brains in addition to subvolumes of the mouse brain. These will provide 
opportunities not just to solve problems of sample preparation, imaging 
and segmentation, but also some of the complex analysis challenges  
that we will face. Further technology development, including in correlative 
multimodal imaging (Section 6.1), will also provide added value, such  
as extracting structure-function signatures on individual brain samples. 
Investment into better understanding of how to define cell types in the 
mouse will maximise the value of a reference mouse connectome through 
integrative connectomics (Section 6.2). In tandem, there are significant 
scientific questions to address about variability in neuronal circuits across 
mammalian brains.
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How could we know in the future that the time is right to start generating a 
whole mouse brain connectome? If we wait longer, it will become cheaper. 
But in the limit, that is a recipe for never starting and a mouse connectome 
will have great value – indeed a formal attempt to define at least a 
foreseeable part of that value could be helpful. Inter-individual variability 
means that a reference mouse connectome should be generated from  
a single specimen. But a data-generation project for a single mouse 
connectome that lasts 15 years is probably not viable now, even if it 
worked for the nematode 40 years ago. Perhaps one way to decide if the 
time is right is to ask, based on cutting-edge technology: is it possible and 
how long will it take from mouse to connectome? Significant technology 
development and demonstration is still required to give confident answers 
to these questions. The NIH BRAIN CONNECTS programme envisages 
five years of technology development (2023–28) preparatory to a five-year 
effort to obtain a first mouse brain connectome. Meeting that timeline will 
almost certainly require substantial investment beyond that programme, 
including in areas that we identify as gaps in this report.

We would like to close with one final point made during our interviews. 
Large-scale technology-intensive projects always face the potential 
emergence of new and disruptive technology. In connectomics,  
even though volume electron microscopy looks like the best option for  
the next decade, there is always the possibility of disruption e.g. from 
advances in X-ray imaging. Encouraging development of a portfolio  
of different technologies is vital for the long-term progress of the field.  
It is an interesting historical comparison that the human genome was 
completed mostly through evolution of sequencing technology – the 
revolution of next-generation sequencing occurred at least five years  
after its completion. Given this changing landscape, projects must be 
nimble enough to continue to develop and evaluate the best available 
technologies, and then decisive enough to deliver with them when the  
time is right.
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Appendix A 

Interviewed experts
Wei-Chung Allen Lee (Harvard University) 
Assistant Professor of Neurology

Ewan Birney (EMBL-EBI)  
Deputy Director General and Joint Director

JoAnn Buchanan (Allen Institute) Scientist

Albert Cardona (University of Cambridge  
and MRC Laboratory of Molecular Biology) 
Group Leader at MRC LMB and Professor at 
the University of Cambridge

Felipe Court (Universidad Mayor, Chile) 
Professor and Director of the Centre for 
Integrative Biology

Kirk Czymmek (Donald Danforth Plant 
Science Centre) Director of the Advanced 
Bioimaging Laboratory

Sven Dorkenwald (FlyWire/Princeton 
University and Google Research)  
PhD student and lead developer at FlyWire,  
student researcher at Google

Jan Funke (HHMI Janelia Research Campus) 
Group Leader

Christel Genoud (University of Lausanne) 
Head of the Electron Microscopy Facility

Chris Guerin (VIB Gent)  
Emeritus microscopist and training coordinator

Michael Hansen (Microsoft Research) 
Director and Principal Researcher in  
Health Futures

Matthew Hartley (EMBL-EBI)  
BioImage Archive Team Leader

Moritz Helmstaedter (Max Planck Institute 
for Brain Research) Professor and Director

Tony Hey (UK Science and Technology 
Facilities Council) Chief Data Scientist

Bruno Humbel (Okinawa Institute of Science 
and Technology) Leader of the Scientific 
Imaging Section

Viren Jain (Google Research)  
Lead of the Connectomics Team

Haibo Jiang (University of Hong Kong) 
Associate Professor and Director of JC STEM 
Lab of Molecular Imaging

Gerard Kleywegt (EMBL-EBI) Senior Team 
Leader, Lead of the Protein Data Bank in Europe

Anna Kreshuk (EMBL Heidelberg)  
Group Leader

Pieter Kruit (TU Delft)  
Emeritus Professor of Physics

Jeff Lichtman (Harvard University) Professor 
of Molecular and Cellular Biology and Santiago 
Ramón y Cajal Professor of Arts and Sciences

Jennifer Lippincott Schwartz (HHMI Janelia 
Research Campus) Senior Group Leader and 
Head of Janelia's 4D Cellular Physiology

Ben Loos (University of Stellenbosch,  
South Africa) Professor

Xiaotang Lu (Harvard University)  
Research Associate, K99 Postdoctoral Fellow

Tommy Macrina (Zeta.ai LLC) CEO

Claire McKellar 
(FlyWire/Princeton University)  
Director of Operations and Community

Kristina Micheva (Stanford University)  
Senior Research Scientist

Alexandra Pacureanu (The European 
Synchrotron Radiation Facility)  
Research Scientist 

Song Pang (Yale University)  
Director, FIB-SEM Collaboration Core

Rob Parton (University of Brisbane) Professor, 
Role of the Cell Surface in Health and Disease

Lucia Prieto (Crick Institute) Group Leader, 
founder of TReND (Teaching and Research in 
Natural Sciences for Development) in Africa
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Gerry Rubin (HHMI Janelia Research 
Campus) Senior Group Leader, founding 
director of HHMI Janelia Research Campus

Norman Rzepka (Scalable Minds) Co-founder

Andreas Schaefer (Crick Institute, University 
College London) Principal Group Leader, 
Assistant Research Director at the Crick  
and Professor of Neuroscience at UCL

Casey Schneider-Mizell (Allen Institute) 
Scientist

Yannick Schwab (EMBL Heidelberg)  
Team Leader and Head of Electron  
Microscopy Core Facility

Sebastian Seung (Princeton University) 
Professor of Computer Science and 
Neuroscience, PI EyeWire and FlyWire 

Reza Shahidi (University of Exeter) 
Postdoctoral researcher

Kun Song (Max Planck Institute for Brain 
Research) Postdoctoral researcher

Amy Sterling (Eyewire/Princeton)  
Executive Director of Eyewire

Jason Swedlow (University of Dundee) 
Professor of Quantitative Cell Biology

David Tank (Princeton University)  
Henry L. Hillman Professor in Molecular  
Biology and Co-director of the Princeton 
Neuroscience Institute

Virginie Uhlmann (EMBL-EBI)  
Research Group Leader

K. VijayRaghavan (National Centre  
for Biological Sciences, Bangalore)  
Emeritus Professor, DAE Homi Bhabha Chair

Miah Wander (Microsoft Research)  
Principal Researcher with the  
Biomedical Computing Team

Adrian Andreas Wanner  
(Paul Scherrer Institute) Group Leader

Rick Webb (University of Queensland) 
Adjunct Senior Lecturer, Senior Laboratory 
Manager for the Centre for Microscopy and 
Analysis and Senior Research Officer

Shan Xu (Yale University)  
Harvey and Kate Cushing Professor  
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Appendix B

Connectomics software

Image Registration 

Name Description Link/reference 

Big Stitcher Alignment of multimodal image tiles. Hörl et al. (2019)

Big Warp
Registration of multimodal image 
stacks.

JA Bogovic et al. (2016) 

Asap
Stitching and alignment pipeline used 
for the Allen Institute’s cortical mm³ 
dataset.

https://github.com/AllenInstitute/
asap-modules

SEAMLeSS
Fine-scale alignment using neural 
networks.

Macrina et al. (2021); https://github.
com/seung-lab/SEAMLeSS

Proofreading, Exploration & Analysis 

Name Description Link/reference
Proof-
read-
ing

Explo-
ration

Analy-
sis

VAST

VAST (Volume Annotation 
and Segmentation Tool)  
is a utility application for 
manual annotation of 
large EM stacks.

Berger, Seung and 
Lichtman et al. (2018)

yes some some

RoboEM
Method for automated 
proofreading.

Schmidt et al. (2022) yes

CATMAID 

Open-source, web-based 
tool for manual tracing 
and rich interactive 
analysis of large EM 
datasets. 

Saalfeld et al. (2009) yes yes yes

webKnossos 

Open-source, web-based 
tool for annotating and 
exploring large 3D image 
datasets.

Boergens et al. (2017) yes yes some 

Knossos

Tool for visualisation and 
proofreading of large EM 
datasets. Desktop-based, 
but supports distributed 
proofreading.

Svara et al. (2022): 
https://github.com/
knossos-project/knosso

yes yes some

https://github.com/AllenInstitute/asap-modules
https://github.com/seung-lab/SEAMLeSS
https://github.com/knossos-project/knossos
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Name Description Link/reference
Proof-
read-
ing

Explo-
ration

Analy-
sis

NeuTu EM 
Open-source tool for 
large-scale collaborative 
proofreading. 

Zhao et al. (2018) yes some  

Neuroglancer 

Open-source, web-based 
tool for exploration and 
proofreading of large  
EM datasets. Used e.g. 
for FlyWire. 

https://github.com/
google/neuroglancer

yes some  

NeuVue 
Neuroglancer-based 
proofreading 
environment. 

Xenes et al. (2022) yes some  

neuPrint 
Exploration of large 
connectomics datasets. 

Clements et al. (2020)  yes some 

natverse 

R software suite for 
analyses of neuronal 
morphology and 
connectivity, including 
connectome data. 

Bates et al. (2020); 
https://natverse.org

  yes 

navis
Python library for analysis 
and visualisation of 
connectomic data.

https://github.com/
navis-org/navis

yes

Simple 
Neurite 
Tracer

ImageJ (Java-based) 
plugin for morphometric 
analyses.

Arshadi et al. (2021); 
https://github.com/
morphonets/SNT

yes

NeuroMor-
phoVis

Blender 3D plugin for 
morphometric analyses.

Abdellah et al. (2018); 
https://github.com/
BlueBrain/
NeuroMorphoVis

yes

Backends 

Name Description Link/reference 

DVID
Open-source, web-based API for 
petascale EM-based datasets.

Katz and Plaza (2019)

PyChunked-
Graph 

Proofreading and data management 
backend built on Google Cloud 
Bigtable.

Dorkenwald, McKellar, et al. (2022b); 
https://github.com/seung-lab/
PyChunkedGraph

BossDB 
Open-source, cloud-based backend  
for petascale image datasets.

Hider et al. (2022)

https://github.com/google/neuroglancer
https://natverse.org
https://github.com/navis-org/navis
https://github.com/morphonets/SNT
https://github.com/BlueBrain/NeuroMorphoVis
https://github.com/seung-lab/PyChunkedGraph
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Interfaces 

Name Description Link/reference 

cloud-
volume

Python library for interacting with 
connectomics datasets.

https://github.com/seung-lab/cloud-
volume

CAVEclient
Python library for interacting with 
PyChunkedGraph and the Connectome 
Annotation Versioning Engine.

https://github.com/seung-lab/CAVEclient

Simulation projects  

Name Description Link/reference 

OpenWorm
An international open science project 
with the aim to simulate the whole C. 
elegans.

Palyanov et al. (2011); Szigeti et al. 
(2014)

Flysim 
Develop a brain-wide computational 
model for Drosophila, based on data 
from the FlyCircuit database.

Huang et al. (2014) 

NeuroKernel 
/ NeuroArch)

GPU-based simulation for the 
Drosophila brain.

Givon and Lazar (2016)

Datasets/repositories  

Name Description Link/reference 

NeuroMor-
pho 

Collection of 186k single neuron 
morphologies from various different 
species (mostly from light-level data).

https://neuromorpho.org

MICrONS 
Two large EM datasets from the  
mouse visual cortex.

https://www.microns-explorer.org/

Open 
Connectome 

Collection of various electron 
microscopy datasets.

https://neurodata.io/project/ocp/

mapzebrain
Repository for EM and LM (light 
microscopy) data for zebrafish.

https://mapzebrain.org/home

Virtual Fly 
Brain 

Hub for integrated EM and LM data  
for Drosophila.

https://virtualflybrain.org

https://github.com/seung-lab/cloud-volume
https://github.com/seung-lab/CAVEclient
https://neuromorpho.org
https://www.microns-explorer.org/
https://neurodata.io/project/ocp/
https://mapzebrain.org/home
https://virtualflybrain.org
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Appendix C

Glossary
connectome: A complete inventory of the 
neurons and synaptic connectivity making up a 
brain or another region of the nervous system.

connectopathies: Pathologies displaying 
characteristic connectome patterns.

neurite: Branch of a neuron.

axon: Parts of a neuron that represent the 
output domain.

dendrite: Parts of a neuron that represent  
the input domain.

soma: Cell body of a neuron.

synapse: Location of a specialised individual 
connection between two neurons. Each neuron 
will normally have thousands of synapses. 
Distinguishing synapses from other locations 
where neurons come close together usually 
requires nanometre-resolution imaging.

electron microscopy (EM): Imaging technique 
with nanometre resolution employing an 
electron beam as source of illumination.

transmission electron microscopy/
microscope (TEM): Electron microscopy 
technique where the image is generated by the 
incident beam not absorbed by the specimen.

scanning electron microscopy (SEM): 
Electron microscopy technique where the image 
is generated by the electrons scattered when 
every spot in the sample is illuminated by the 
incident beam.

volume electron microscopy (vEM): Electron 
microscopy techniques that generate serial 
images from resin-embedded cells and tissues 
with a continuous depth greater than 1 μm.

serial section transmission electron 
microscopy (ssTEM): vEM technique where the 
third dimension is obtained through sequential 
imaging of serial ultrathin sections in a TEM.

focused ion beam scanning electron 
microscopy (FIB-SEM): vEM technique  
where the third dimension is obtained through 
sequential imaging of serial block faces after  

a thin layer of material is vaporised with a 
focused gallium ion beam.

plasma FIB-SEM (pFIB-SEM): vEM technique 
where the third dimension is obtained through 
sequential imaging of serial block faces after a 
thin layer of material is vaporised with a focused 
ion beam of a different species to gallium 
(currently usually xenon or oxygen in biological 
applications).

X-ray microscopy (XRM): Imaging  
techniques employing an X-ray beam  
as source of illumination.

voxel: Three-dimensional unit of spatial data.

resolution: Closest distance between two 
adjacent features that can be distinguished  
in an image.

field of view: Size of the landscape mapped  
by an image (width, height, depth).

automated segmentation: Process by which 
particular features from an image, such as 
cellular membranes or synapses, can be 
identified automatically by machine-learning 
algorithms. For neurite segmentation, after  
an initial identification stage, small fragments 
are agglomerated, according to particular 
confidence thresholds, with the aim of 
minimising errors. All segmentation machine-
learning algorithms require ground truth data for 
their initial training phase – that is, annotated 
data distinguishing between membrane and 
non-membrane, or synapse and non-synapse.

proofreading: Process by which humans 
correct errors on the output of the automated 
segmentation. Errors comprise the most 
common false split errors (fragments belonging 
to the same neuron have been split when they 
should not have) and the rarer false merge 
errors (fragments from different neurons were 
merged when they should not have been).

annotation: Process by which crucial  
metadata for connectomics analysis, such as 
cell type, is added to neurons during or after 
proofreading. It requires expert knowledge.
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